Abstract
We consider subset feedback edge and vertex set problems in undirected graphs. The input to these problems is an undirected graph \( G = (V, E) \) and a set \( S = \{s_1, s_2, \ldots, s_k\} \subset V \) of \( k \) terminals. A cycle in \( G \) is interesting if it contains a terminal. In the Subset Feedback Edge Set problem (Subset-FES) the input graph is edge-weighted and the goal is to remove a minimum weight set of edges such that no interesting cycle remains. In the Subset Feedback Vertex Set problem (Subset-FVS) the input graph is node-weighted and the goal is to remove a minimum weight set of nodes such that no interesting cycle remains.

A 2-approximation is known for Subset-FES [12] and a 8-approximation is known for Subset-FVS [13]. The algorithm and analysis for Subset-FVS is complicated. One reason for the difficulty in addressing feedback set problems in undirected graphs has been the lack of LP relaxations with constant factor integrality gaps; the natural LP has an integrality gap of \( \Theta(\log n) \).

In this paper, we introduce new LP relaxations for Subset-FES and Subset-FVS and show that their integrality gap is at most 13. Our LP formulation and rounding are simple although the analysis is non-obvious.

1 Introduction
In the classical Feedback Vertex Set problem (FVS) the input is a a node-weighted graph \( G = (V, E) \) and the goal is to find a minimum weight set of nodes whose removal makes the graph acyclic. FVS is interesting for its applications as well as connections to graph theory and combinatorial optimization. In this paper we restrict our attention to undirected graphs. FVS is easily seen to generalize the \textsc{Vertex Cover} problem and inherits NP-Hardness as well as the hardness of approximation bounds for \textsc{Vertex Cover}. We could also consider the Feedback Edge Set problem (FES) where the goal is to remove a minimum weight set of edges to make it acyclic. FES is polynomial-time solvable; the complement of the edge-set of a maximum weight spanning tree in \( G \) can be easily seen to be an optimum solution. FVS and FES can also be viewed as hitting set problems where the goal is to find edges or nodes to intersect all cycles. In this paper we consider the more general subset feedback problems.

**Subset Feedback Vertex Set (Subset-FVS):** Input is an undirected graph \( G = (V, E) \) along with non-negative node weights \( w(v), v \in V \), and a set \( S = \{s_1, \ldots, s_k\} \subset V \) of terminals. A cycle is interesting if it contains a terminal. The goal is to find a minimum weight set of nodes \( V' \subset V \) that intersect all interesting cycles.

**Subset Feedback Edge Set (Subset-FES):** Input is an undirected graph \( G = (V, E) \) along with non-negative edge weights \( w(e), e \in E \), and a set \( S = \{s_1, \ldots, s_k\} \subset V \) of terminals. A cycle is interesting if it contains a terminal. The goal is to find a minimum weight set of edges \( E' \subset E \) that intersect all interesting cycles.

Subset-FVS generalizes two well-known NP-complete problems. When \( S = V \), we obtain FVS. When \( |S| = 1 \) it can be shown to be equivalent to the node-weighted Multiway Cut Problem (Node-wt-MC). In Node-wt-MC the input consists of a node-weighted graph \( G \) and a set of terminals \( T \); the goal is to remove a minimum weight set of nodes such that there is no path left between any two terminals. Node-wt-MC can be reduced to Subset-FVS by adding a new node \( s \) of infinite weight and making it adjacent to each terminal in \( T \). In a similar vein Subset-FES generalizes edge-weighted Multiway Cut Problem (Edge-wt-MC).

FVS, Subset-FVS and Subset-FES all admit constant factor approximation algorithms. In particular there is a 2-approximation for FVS [11, 13] and Subset-FES [12], and a 8-approximation for Subset-FVS [13]. There is a natural LP relaxation for these problems when viewed as hitting set problem. For instance consider FVS. The relaxation has a variable \( z(v) \in [0,1] \) for each \( v \in V \), and for each cycle \( C \), first find a cycle \( C \).
a constraint \( \sum_{v \in C} z(v) \geq 1 \). This LP relaxation has an \( \Omega(\log n) \) integrality gap \([12]\). Algorithms for feedback problems in undirected graphs have mainly relied on combinatorial techniques at the high-level. The non-trivial 2-approximation algorithm for FVS from \([1]\) has been later interpreted as a primal-dual algorithm by Chudak et al. \([8]\), however, the underlying LP is not known to be solvable in polynomial-time and does not generalize to Subset-FES or Subset-FVS. The 2-approximation for Subset-FES \([12]\) is simple and combinatorial but delicate to analyze. The 8-approximation for Subset-FVS \([13]\) is very complicated to describe and analyze; the algorithm is combinatorial at the high-level but solves a sequence of relaxed multicommodity flow LPs to optimality. Recall that Subset-FVS captures Node-wt-MC as a special case and all the known constant factor approximations for Node-wt-MC are via LP relaxations. To some extent this explains why one needs LP-type techniques for Subset-FVS. One of the open problems in Vazirani’s book on approximation \([23]\) is to find a simpler constant factor approximation algorithm for Subset-FVS with the eventual goal of finding an improved approximation ratio. Even et al. \([12]\) write that “finding a linear program for Subset-FES and Subset-FVS for which the integrality gap is constant is very challenging”.

In this paper we describe new LP relaxations for Subset-FES and Subset-FVS and derive constant factor approximations through them. Our results are captured by the following theorem.

**Theorem 1.1.** There are polynomial-sized integer programming formulations for Subset-FES and Subset-FVS whose linear programming relaxations have an integrality gap of at most 13.

The approximation bound of 13 that we are able to establish is weaker than the existing approximation ratios for the problems. However, we do not know of an integrality gap worse than 2 for the LP relaxations we propose. We believe that related formulations and ideas would lead to improved algorithms for Subset-FES and Subset-FVS.

Our formulation and algorithms are simple and are based on a new perspective on the problem. Although our analysis uses only elementary arguments it is not as straightforward.

1.1 The idea for the new LP formulations

We outline the key idea that allows us to develop new LP relaxations for Subset-FES and Subset-FVS. It is easier to explain it for Subset-FES. First, it is convenient to simplify the instance via well-known reductions; in the simplified instance each terminal \( s_i \) has degree 2 and is connected by infinite-weight edges to its neighbors \( a_i, b_i \) that are not adjacent to any other terminals. Thus, in any feasible solution of finite weight, the edges \( s_i a_i \) and \( s_i b_i \) are not cut; we think of these edges as *special* edges. Now, consider any minimal feasible solution \( F \subset E \) such that the graph \( H = G - F \) has no cycle containing a terminal. We can assume without loss of generality that \( G \) is connected, and hence the graph \( H \) is also connected by minimality of \( F \). Consider the block-cut-vertex tree \( T \) of \( H \) \([1]\). No non-trivial block of \( H \) contains a terminal (otherwise there would be a cycle containing it). Thus, in \( H \), each terminal is a cut-vertex and each special edge is a cut-edge. We can root \( T \) at a block \( r \) that does not contain any terminals; for simplicity assume that \( r \) is a single node. See Fig 1. Consider \( k + 1 \) labels where terminal \( s_i \) has label \( i \) for \( 1 \leq i \leq k \) and the root has label \( k + 1 \).

By rooting \( T \) at \( r \) we obtain a natural label assignment for each node \( u \) of \( G \) as follows: label \( u \) by the index of the first terminal (or \( r \)) on a path in \( T \) from the block containing \( u \) to the root \( r \). This labeling has the following property. The end points of each non-special edge in \( H \) have the same labels, and by minimality of \( F \), the end points of edges in \( F \) receive different labels. It is important to note that the end points of some of the special edges receive different labels but they can never be cut. Thus, the problem can be viewed as finding a labeling of the nodes to minimize the cost of non-special edges whose end points receive different labels.

However, a labeling by itself does not suffice to obtain a good lower bound. One can assign the label \( k + 1 \) to all non-terminal nodes and no non-special edges are cut. An additional property of the labeling obtained from reasoning via the block-cut-vertex tree \( T \) is the following: for each terminal \( s_i \), exactly one of the two neighbors \( a_i, b_i \) should be assigned the label \( i \) (the label of \( s_i \)). We can thus add this “spreading” constraint. The resulting labeling \( LP \) gets us most of the way; using just this LP, we can reduce the original instance to one in which each connected component “essentially” has only one interesting cycle which can be solved easily. To obtain a single LP we add constraints that ensure that the length of each cycle is at least one.

To round the LP with assignment variables we borrow ideas from algorithms for multiway cut \([5]\) and metric labeling \([18]\) but we note that the rounding we have is subtly different because of the special edges and the spreading constraints; unlike those other problems we are not disconnecting the terminals.

---

\(^{1}\)A block in a graph \( G \) is a maximal 2-node-connected component of \( G \). The block-cut-vertex tree is a standard decomposition of a graph into its blocks and we refer the reader to books on graph theory such as \([10, 24]\) for more information.
For Subset-FVS we use a similar labeling procedure but need additional variables to take into account node weights. It is easier to understand the formulation and analysis for Subset-FES before seeing the description and analysis for Subset-FVS. In fact some parts of the analysis for Subset-FVS rely on the analysis for Subset-FES. For this reason we first discuss Subset-FES in detail.

1.2 Other Related Work

Figure 2 taken from Vazirani’s book on approximation [23] shows the relationship of Subset-FES and Subset-FVS to several well-known problems, some of which we already discussed. A natural open problem here is whether Subset-FVS has a 2-approximation.

Unweighted FVS is related to the well-known Erdos-Pósa theorem [11] which states that if $k$ is the size of the smallest cardinality feedback vertex set in a graph $G$ then there are $\Omega(k/\log k)$ node disjoint cycles in $G$. This immediately shows, via duality, that the integrality gap of the standard LP that we discussed in the introduction is $O(\log n)$ for unweighted FVS. The first constant factor approximation for the unweighted FVS problem is due to Bar-Yehuda et al. who obtained a 4-approximation [2]; the same paper also obtained a $2\Delta^2$ approximation for weighted FVS where $\Delta$ is the maximum degree. Subset-FVS also admits a $\Delta$-approximation [12] which can be better than the 8-approximation [13] in some instances. Goemans and Williamson [16] considered FVS, Subset-FVS and other related problems in planar graphs and obtained a $9/4$ approximation via a primal-dual algorithm with respect to the standard hitting set LP; recall that this LP has an $\Omega(\log n)$ integrality gap in general graphs.

Feedback problems are of much interest in directed graphs as well. FVS and FES are equivalent in directed graphs, and similarly Subset-FVS and Subset-FES. Leighton and Rao [19] obtained an $O(\log^2 n)$-approximation for FVS in directed graphs using their separator algorithms. Building on Seymour’s work [21] that related the fractional packing of cycles to the minimum feedback vertex set [2], Even et al. [14] obtained a $O(\log k \log \log k)$ approximation for Subset-FVS. It is also known that assuming the Unique Game Conjecture FVS in directed graphs does not admit a constant factor approximation [17, 22].

Recall that Subset-FES and Subset-FVS generalize multiway cut problems Edge-wt-MC and Node-wt-MC respectively. Calinescu, Karloff and Rabani [5] developed a labeling LP for Edge-wt-MC which has since been extensively studied. The labeling LP can be motivated by viewing Edge-wt-MC as a partition problem instead of viewing it as an edge removal problem. Although it is slightly less natural, Node-wt-MC can also be viewed as a partition problem indirectly via the hypergraph-cut problem (see [7, 6] and references). Despite this indirect connection, a labeling based LP and rounding for Node-wt-MC has not explicitly been written in the literature. Our work here gives such an LP in the more general context of Subset-FVS. Label-

\[ \text{Erdos-Pósa theorem relates integer packing of cycles to feedback vertex sets in undirected graphs. The relationship between integer packing of cycles and feedback vertex sets in directed graphs is much more difficult and is addressed by Reed et al. [20].} \]
Figure 2: Approximation preserving reductions related to feedback problems. Figure is reproduced from [23]. All problems except SUBSET-FVS have a 2-approximation with Multiway Cut admitting an approximation better than 2.

ing problems such as metric labeling [18], zero-extension [4] and submodular-cost labeling [7] have provided powerful tools to address a variety of problems and our work here gives yet another application to an interesting class of problems.

We refer the reader to a survey on feedback set problems for additional information [15]. There has also been extensive work on fixed-parameter algorithms for feedback problems — see [9].

1.3 Organization
The rest of the paper is organized as follows. In Section 2, we start by describing the LP formulation for SUBSET-FES, and then discuss our two step rounding scheme. Building upon these ideas, in Section 3 we describe a similar LP formulation and rounding scheme for SUBSET-FVS.

2 LP-relaxation based constant factor approximation for SUBSET-FES
In this section we describe our LP-relaxation based algorithm and analysis for SUBSET-FES. First, we will assume without loss of generality that the input instance has a certain restricted structure; similar assumptions have been used previously [12] and are easy to justify. The assumptions are: (i) The input graph $G$ is connected. (ii) Each terminal $s_i$ has degree 2 and is connected by infinite weight edges to it’s neighbors $a_i, b_i$. (iii) No two terminals are connected by an edge or share a neighbor. (iv) There exists a special non-terminal vertex $r$ with a single infinite weight edge incident to it.

We briefly justify these assumptions: If $G$ is not connected, the problem can be solved separately in each connected component. If a terminal $s$ is not degree two, we can sub-divide each edge incident to $s$ by adding a new node; then, remove $s$ from the set of terminals and add the new nodes to the set of terminals. If $e = uv$ is an edge of weight $w(e)$, sub-dividing $e$ by adding a node $q$ and setting $w(uq) = \infty$ and $w(qv) = w(e)$ does not change the problem. This can be used to justify the other assumptions as well.

For technical reasons, we also assume that every interesting cycle contains at two terminals. This can also be justified by subdividing the edges incident on a terminal and adding the new nodes as terminals. We perform one more reduction step to ensure that no two terminals are connected by an edge or share a neighbor. Note that in the new instance that satisfies these assumption, the number of terminals could be much larger than in the original instance.

Remark 2.1. We refer readers who may wonder about the need or the utility of the simplifying reductions, to Section 4. There we provide some additional details and examples.

2.1 LP formulation
Recall the structure of a minimal feasible solution discussed in Section 1.1. If $F \subset E$ is a minimal feasible solution then $H = (V, E \setminus F)$ is connected and each terminal is a cut vertex in $H$. Let $T$ be the block-cut-vertex tree of $H$ rooted at $r$. Each vertex $u$ is labeled by the index of the first terminal on a path in $T$ from the block containing $u$ to $r$, or by $k + 1$ if there is no such terminal. We will use $E_s$ to denote the set of special edges $\cup_{i=1}^k \{(s_i, a_i), (s_i, b_i)\}$ that are incident to the terminals and have infinite weight. Any non-special edge with different labels on the end points is cut. Special edges are never cut and for each terminal, one of the incident special edge always has different labels on the end points. We formulate an integer program
based on this structure which can then be relaxed to obtain a linear program. We have two types of binary variables, the labeling variables $x(u, i)$ for each $u \in V$ and $i \in \{1, \ldots, k+1\}$, and the edge variables $z(e)$ for each $e \in E$. $x(u, i)$ is an indicator variable for whether $u$ is assigned label $i$. $z(e)$ is an indicator variable for whether $e$ is cut or not. The following constraints explain our reasoning:

- Each node $u$ is labeled by exactly one label: $\sum_{i=1}^{k+1} x(u, i) = 1$ for all $u \in V$.
- Terminals are labeled by their own index, $x(s_i, i) = 1$ for each $i$. Root $r$ is labeled $k+1$, $x(r, k+1) = 1$.
- For each $s_i$, exactly one of $a_i, b_i$ is labeled: $x(a_i, i) + x(b_i, i) = 1$ for $1 \leq i \leq k$.
- Non-special edge $e = uv$ is cut (that is $z(e) = 0$) if $u, v$ receive different labels and is not cut (c(e) = 0) if $u, v$ receive same labels. Hence, $z(e) \geq \frac{1}{2} \sum_{i=1}^{k+1} |x(u, i) - x(v, i)|$. This can be written as a linear constraint with additional variables that we suppress for ease of notation.
- Special edges are not cut: $z(e) = 0$ for $e \in E_s$.

We also have an additional constraint. Let $\mathcal{C}$ be the set of interesting cycles. For any $C \in \mathcal{C}$, at least one of the edges is cut: hence $\sum_{e \in C} z(e) \geq 1$. There are an exponential number of such constraints but we can express them compactly via triangle inequalities and it is also easy to see that we can separate over them efficiently in polynomial-time. This constraint is essential for LP to have a bounded integrality gap. See Section A for an example illustrating this fact. Objective is to minimize $\sum_{e \in E \setminus E_s} w(e)z(e)$. We can drop the constraints that upper bound the variables by 1. The full description of the LP relaxation is given in Figure 3.

2.2 Rounding scheme and analysis

THEOREM 2.1. There is a polynomial-time algorithm that given a feasible solution $x, z$ to Subset-FES-REL outputs a feasible integral solution of weight at most $13 \sum_{e \in E \setminus E_s} w(e) z(e)$.

Given a feasible solution $x, z$ to Subset-FES-REL, we round it in two steps. In the first step, we round the fractional solution using the labeling variables $x(u, i)$ to find a subset $E' \subset E$ of edges such that removing $E'$ yields a graph $G' = G - E'$ that has very restricted structure. In particular each connected component of $G'$ has essentially only one interesting cycle; more formally all interesting cycles in each component have the same signature which is defined formally below. Solving an instance in which all cycles have the same signature is easy; we can find an optimal solution. Letting $E''$ denote the edge set removed in the second step (we take
the union of the solutions from each component), the final output of the algorithm is \( E' \cup E'' \).

**Definition 2.2.** Let \( C = s_{i_1}, c_{i_1}, A_1, c'_{i_2}, s_{i_2}, c_{i_2}, A_2, \ldots, c'_{i_l}, s_{i_l}, c_{i_l} \) be an interesting cycle where \( s_{i_1}, \ldots, s_{i_l} \) are terminals, and for \( 1 \leq j \leq t \), \( c_{i_j}, c'_{i_j} \in \{ a_{i_j}, b_j \} \) and \( c_i \neq A_j \), \( A_j \) is a path with no terminals; here \( A_j \) can be empty. Signature of \( C \) denoted by \( \text{sig}(C) \) is defined as \( \{ a_{i_1}, c_{i_1}, c'_{i_2}, s_{i_2}, c_{i_2}, \ldots, c_{i_l}, s_{i_l}, c_{i_l}, a_{i_1}, c_{i_1} \} \). Given two cycles \( C_1 \) and \( C_2 \) we say that their signatures are the same if the cycles \( \text{sig}(C_1) \) and \( \text{sig}(C_2) \) are isomorphic as labeled graphs.

The heart of the rounding and analysis is the first step which is formalized in the lemma below.

**Lemma 2.3.** Given a feasible solution \( x, z \) to \textsc{Subset-FES-Rel}, there is an efficient algorithm to find a subset of edges \( E' \subset E \) with cost at most \( 12 \sum_{e \in E \setminus E_x} w(e)z(e) \) such that any two interesting cycles in the same connected component of \( G' = G - E' \) have the same signature.

It is useful to see Figure 4 to understand what it means for all interesting cycles to have the same signature. In particular, in each connected component \( H \) of \( G' \) that has an interesting cycle \( C \), removing any terminal from \( C \) suffices to kill all interesting cycles in \( H \).

**Algorithm 1 Initial Cut for \textsc{Subset-FES}**

1. Given: Feasible solution \( x, z \) to \textsc{Subset-FES-Rel}
2. Pick \( \theta \in (1/3, 1/2) \) uniformly at random
3. For \( 1 \leq i \leq k \), \( B_i := \{ u \mid x(u, i) > \theta \} \)
4. \( E' := \cup_{i=1}^{k} \delta(B_i) \setminus E_x \)
5. Return \( E' \)

Algorithm 1 is a simple randomized algorithm that achieves the properties claimed by the preceding lemma. Here, \( \delta(S) \) denote the edge boundary of set \( S \), formally defined as \( \{ uv \in E \mid |\{ u, v \} \cap S | = 1 \} \). We note that although the algorithm is related to “ball-cutting” type schemes for cut problems such as multiway cut, there are subtle differences. It is important for our analysis that \( \theta < 1/2 \) which is counter intuitive from a cut perspective. Since \( \theta \in (1/3, 1/2) \), \( B_i \) and \( B_j \) may intersect for \( i \neq j \). Another subtlety is the fact that a special edge \( e \) may be in \( \delta(B_i) \) for some \( i \) but is not allowed to be cut. These issues make the analysis tricky.

We define the label set for \( v \), \( L(v) = \{ i \mid v \in B_i \} \); note that some nodes may not receive a label. We make some simple observations before proceeding with the proof of Lemma 2.3. In the analysis below, all statements hold for each choice of \( \theta \in (1/3, 1/2) \), and randomness plays a role only in analyzing the expected cost of \( E' \).

**Lemma 2.4.** A node can have at most two labels that is, for each vertex \( v \in V, |L(v)| \leq 2 \).

**Proof:** A label \( i \in L(v) \) implies \( x(v, i) > \theta > 1/3 \). Since \( \sum_{i=1}^{k+1} x(v, i) = 1, |L(v)| \leq 2 \).

The spreading constraint and the choice of \( \theta \) ensures some useful properties about the labels of \( a_i \) and \( b_i \).

**Lemma 2.5.** For each \( i \in \{ 1, \ldots, k \} \), \( a_i \) or \( b_i \) is labeled \( i \), that is, \( i \in L(a_i) \cup L(b_i) \). Moreover if \( i \notin L(a_i) \), then \( L(b_i) = \{ i \} \). Similarly, if \( i \notin L(b_i) \), then \( L(a_i) = \{ i \} \).

**Proof:** The constraint \( x(a_i, i) + x(b_i, i) = 1 \) implies that \( x(a_i, i) \geq 1/2 > \theta \) or \( x(b_i, i) \geq 1/2 > \theta \). Hence, \( a_i \in B_i \) or \( b_i \in B_i \) which is equivalent to \( i \in L(a_i) \cup L(b_i) \). If \( i \notin L(a_i) \), \( x(a_i, i) \leq \theta < 1/2 \) and therefore \( x(b_i, i) = 1 - x(a_i, i) \leq 1 - \theta > 1/2 \). Therefore \( i \in L(b_i) \). Also, since \( \sum_{j=1}^{k+1} x(b_i, j) = 1 \), and \( x(b_i, j) \geq 1 - \theta \), for all \( \ell \neq i \), \( x(b_i, \ell) \leq \theta \). Hence, \( L(b_i) = \{ i \} \).

**Lemma 2.6.** For any non-special edge \( uv \in E \setminus E' \), \( L(u) = L(v) \). Hence, for any two nodes \( u, v \) connected in \( G' \) by a path with only non-special edges, \( L(u) = L(v) \).

**Proof:** Let \( uv \in E \setminus E' \) be a non-special edge with \( L(u) \neq L(v) \). Then, there exists \( i \in L(u) \setminus L(v) \) or \( L(v) \setminus L(u) \). In both cases, edge \( uv \) is in \( \delta(B_i) \) and thus in \( E' \). This leads to contradiction as \( uv \in E \setminus E' \).

Now comes an important lemma on the label set of nodes in any interesting cycle remaining in \( G' \).

**Lemma 2.7.** Let \( C \) be an interesting cycle in \( G' \) with \( \text{sig}(C) = s_{i_0}, c_{i_0}, c'_{i_1}, s_{i_1}, c_{i_1}, c'_{i_2}, s_{i_2}, c_{i_2}, c'_{i_l}, s_{i_l}, c_{i_l} \) where \( s_{i_0}, \ldots, s_{i_t} \) are terminals, and \( c_{i_1}, c'_{i_l} \in \{ a_{i_1}, b_{i_l} \} \). If \( t \geq 2 \), then exactly one of the following three conditions hold. Addition and subtraction of the indices here is modulo \( t \).

---

Figure 4: Structure of connected component in \( G' = G - E' \)
We now prove the main structural observation, namely Lemma 2.3, that in each connected component of $G'$ all interesting cycles have the same signature.

**Proof of Lemma 2.3.** We prove the lemma for the edge set $E'$ returned by Algorithm 1. The expected cost of $E'$ is upper bounded by Lemma 2.9.

In the graph $G' = (V, E \setminus E')$, consider any two interesting cycles $C_1, C_2$. We will first prove that if $C_1$ and $C_2$ share a terminal, then their signature must be same. Second, we will prove that if $C_1, C_2$ do not share a terminal then then they must be in different connected components.

First, consider the case when $C_1$ and $C_2$ share a terminal vertex. By renaming terminal nodes and their neighbors, let the cycle $C_1$ be such that $\text{sig}(C_1) = s_1, a_1, b_2, s_2, a_2, \ldots, b_t, s_t, a_t, b_1, s_1$ and the shared terminal be $s_1$. Since each terminal has degree 2, any cycle through $s_1$ has to contain $a_1, b_1$. We can assume without loss of generality that $\text{sig}(C_2) = s_{i_1}, \ldots, s_{i_{2r}}, a_{i_1}, \ldots, a_{i_{2r}}, b_{i_1}, \ldots, b_{i_{2r}}, s_{i_1}, \ldots, s_{i_{2r}}$, where $s_{i_1} = s_1$ and $a_{i_1} = a_1, c_{i_1} = b_1$. Since $\text{sig}(C_1) \neq \text{sig}(C_2)$ there is a smallest integer $r \geq 2$ such that $c_{i_r} \neq b_r$ and the prefix of $\text{sig}(C_2)$ till $c_{i_r}$ agrees with $\text{sig}(C_1)$.

From Lemma 2.6 we have $L(a_r-1) = L(b_r)$ (via $C_1$) and $L(a_{r-1}) = L(c_{i_r})$ (via $C_2$) and hence $L(b_r) = L(c_{i_r})$. Given a SUBSET-FES instance, we assumed that each interesting cycle contains at least two terminals. Hence, $t, h \geq 2$. We will consider Lemma 2.7 applied to $C_1$ and $C_2$ and the resulting consistency requirements on the labels, in particular for $a_{r-1}, b_r, c_{i_r}$. Note that these nodes all receive two distinct labels or all receive exactly one label. We consider three cases based on the guarantee of Lemma 2.7 applied to $C_1$, and in each case derive a contradiction.

- For all $j, L(a_j) = \{j, j+1\}, L(b_j) = \{j, j-1\}$. Thus $L(a_{r-1}) = L(b_r) = \{r-1, r\}$ and $L(a_r) = \{r, r+1\}$. Lemma 2.7 applied to $C_2$ implies that $L(a_{r-1}) = L(c_{i_r}) = \{r-1, i_r\}$. This in particular implies that $i_r = r$, and hence $s_{i_r} = s_r$. Since we have $c_{i_r} \neq b_r$, we must have that $c_{i_r} = a_r$. However, $L(a_r) = \{r, r+1\}$ via $C_1$ which means that $L(a_{r-1}) \neq L(c_{i_r})$, a contradiction.

- For all $j, L(a_j) = \{j+1\}, L(b_j) = \{j\}$. Thus $L(a_{r-1}) = \{r\}$ and $L(b_r) = \{r\}$ and $L(a_r) = \{r+1\}$. Lemma 2.7 applied to $C_2$ implies that $L(a_{r-1}) = L(c_{i_r}) = \{r-1\}$ or $L(a_{r-1}) = L(c_{i_r}) = \{i_r\}$. Since, $L(a_{r-1}) = \{r\}$, $L(a_{r-1}) = L(c_{i_r}) = \{i_r\} = \{r\}$. Thus $i_r = r$; since $c_{i_r} \neq b_r$, we have $c_{i_r} = a_r$ but then $L(c_{i_r}) = L(a_r) = \{r\}$, a contradiction.

- For all $j, L(a_j) = \{j\}, L(b_j) = \{j-1\}$. Similar to preceding case.

**Remark 2.8.** There may be nodes which are not labeled but are connected to terminals in $G'$. For example, if $v = a$, with $x(v,j) \leq \theta$ for all $j$, then $L(v) = \emptyset$ but $v$ is still connected to $s_i$ in $G'$ since special edges are not cut. Lemma 2.7 implies that such a vertex is not part of any interesting cycle in $G'$.

Next, we prove bound on expected cost of the edges cut by Algorithm 1.

**Lemma 2.9.** $\Pr[e \in E'] \leq 12z(e)$, and hence the expected cost of $E'$ is at most $12 \sum_{c \in E \setminus E'} w(c)z(e)$.

**Proof:** We focus on non-special edges as no special edge is cut by the algorithm. Let $e = (u, i)$ be any such edge. Edge $e$ is cut if and only if $e \in \delta(B_i)$ for some $i$. $\Pr[e \in \delta(B_i)] = \Pr[\theta \in [\min(x(u, i), x(v, i)), \max(x(u, i), x(v, i))]$ which is at most $6|x(u, i) - x(v, i)|$ since $\theta$ is chosen uniformly from $(1/3, 1/2)$. By union bound, $\Pr[e \in E'] \leq \sum_{i=1}^{k} \Pr[e \in \delta(B_i)] \leq 6 \sum_{i=1}^{k} |x(u, i) - x(v, i)| \leq 12z(e)$.
Next, consider the case when $C_1$ and $C_2$ do not share a terminal. By contradiction, assume that they are connected in $G'$. For an interesting cycle $C$ let $S(C)$ denote the indices of the set of terminals in $V(C)$. From Lemma 2.7 and Lemma 2.6 for each $v \in V(C)$, $\emptyset \neq L(v) \subseteq S(C)$. Since, $S(C_1) \cap S(C_2) = \emptyset$, we conclude that $V(C_1) \cap V(C_2) = \emptyset$.

Let $u \in C_1$, $v \in C_2$ be two nodes in $G'$ connected by a path not intersecting $C_1$ or $C_2$. Since, each terminal is a degree two node, neighbors of all terminals in $S(C_1)$ and $S(C_2)$ are part of cycle $C_1$ and $C_2$, we have that $u$ and $v$ are not terminals. Let the path between $u$ and $v$ in $G'$ be $u, A_1, c_1, s_1, c'_1, A_2, \ldots, A_r, c_r, s_r, c'_r, A_{r+1}, v$ where $s_1, \ldots, s_r$ are terminals, $c_j, c'_j \in \{a_j, b_j\}$ and $A_j$ is a path with no terminals. First we observe that if $r = 0$ then there is a path connecting $u$ to $v$ without terminals and hence $L(u) = L(v)$; this is not possible since $L(u) \subset S(C_1)$ and $L(v) \subset S(C_2)$ and $S(C_1) \cap S(C_2) = \emptyset$. Assume $r \geq 1$. We have $L(u) = L(c_i)$ and since $L(u) \subset S(C_1)$ and $s_i \not\in V(C_1)$, we obtain that $i_l \not\in L(c_i)$. This implies, via Lemma 2.5 that $L(c'_i) = \{i_l\}$.

Claim 2.10. For $1 \leq j \leq r$, $L(c'_i) = \{i_j\}$.

Proof: We have already established the base case that $L(c'_i) = \{i_1\}$. Assume by induction that $L(c'_j) = \{i_j\}$ for $j = \ell - 1$. By Lemma 2.5, $L(c_i) = L(c'_{i_{\ell-1}}) = \{i_{\ell-1}\}$. By Lemma 2.5, $L(c_i) = \{i_{\ell}\}$. □

Using the above claim, $L(c'_i) = \{i_r\}$ which by Lemma 2.5 implies that $L(v) = \{i_r\}$. However, $L(v) \subset S(C_2)$ and $s_r \not\in V(C_2)$ which is a contradiction. □

Remark 2.11. The assumption that each interesting cycle contains at least two terminals was used in the proof of Lemma 2.5. Without this assumption, we may not get the property of Lemma 2.3 that each interesting cycle in $G'$ has same signature. For examples and more discussion on this, see Section A.

A part of the the analysis of Algorithm 1 will be useful for us when analyzing the algorithm for SUBSET-FVS. The following remark captures the necessary aspects.

Remark 2.12. Constraints involving variables $z(e)$ are used only while bounding the expected cost of the edge set $E'$ returned by Algorithm 1. Hence, given any vector $x$ satisfying constraints involving labeling variables (first four and $x(u, i) \geq 0$), Algorithm 1 returns an edge set $E'$ such that all interesting cycles in a connected components in $G - E'$ have same signature.

2.3 Second Step of Rounding

Next, we will describe the second step of rounding for SUBSET-FES-REL and finish the proof of Theorem 2.1. After the first step of the rounding we are left with a graph $G'$. In each connected component of $G'$ all interesting cycles have the same signature. Consider one such component $H$ which has an interesting cycle $C$ and without loss of generality let $\text{sig}(C) = s_1, a_1, b_1, s_2, a_2, \ldots, s_t, a_t, b_1, s_1$. Note that $t$ could be 1. Since the signatures of all interesting cycles are the same, any such cycle $C$ contains the edges $s_1 a_1$ and $s_1 b_1$. Thus to remove all interesting cycles in $H$ it is necessary and sufficient to disconnect $a_1$ from $b_1$ in $H' = H - \{s_1 a_1, s_1 b_1\}$. This can be easily solved by finding a min-cut between $a_1$ and $b_1$ in $H'$. The following claim charges the cost of this min-cut to the LP solution.

Claim 2.13. The cost of the min-cut between $a_1$ and $b_1$ in $H'$ is at most $\sum_{e \in E(H)} w(e) z(e)$.

Proof: Consider the feasible solution $x, z$ to SUBSET-FES-REL to the original instance and the lengths of the edges $z(e)$ induces on $E(H)$. The constraints of the relaxation imply that $\sum_{e \in C} z(e) \geq 1$ for each $C \in \mathcal{C}$. Since $H$ is a subgraph of $G$ these constrains hold for all interesting cycles in $H$ as well. Since $z(s_1 a_1)$ and $z(s_1 b_1)$ are both 0, we have that $d_x(a_1, b_1) \geq 1$ in $H' = H - \{s_1 a_1, s_1 b_1\}$ where $d_x(a_1, b_1)$ is the shortest path distance from $a_1$ to $b_1$ according to edge lengths given by $z$. Thus $z$ restricted to $H'$ is a feasible fractional solution to the standard distance based LP relaxation for the $a_1$, $b_1$ minimum cut problem in $H'$; this LP relaxation is the same as the dual of the maximum flow LP. Via the maxflow-mincut theorem, the integrality gap of the LP is one and in particular there is an $a_1$, $b_1$ mincut in $H'$ of cost at most $\sum_{e \in E(H)} w(e) z(e)$.

Let $E''$ be the union of all the minimum cuts found in different connected components in $G'$. It is easy to see that $E' \cup E''$ is a feasible solution. From the preceding claim and the fact that the connected components of $G'$ are edge disjoint we have that $w(E'') \leq \sum_{e \in E \setminus E_2} w(e) z(e)$.

We now finish the proof of Theorem 2.1 that establishes a constant factor upper bound on integrality gap for SUBSET-FES-REL.

Proof of Theorem 2.1: Let $\alpha = \sum_{e \in E \setminus E_2} w(e) z(e)$ be the the objective function value of a feasible solution $x, z$ to SUBSET-FES-REL. From Lemma 2.3 we obtain a set of edges $E'$ such that $w(E') \leq 12 \alpha$ and $G' = G - E'$ satisfies the property needed for the second step of the algorithm. The set of edges $E''$ found in the second step satisfy the property that $w(E'') \leq \alpha$. Thus
Let $w(E' \cup E'') \leq 13\alpha$ and $E' \cup E''$ is a feasible integral solution to the given instance. This finishes the proof.\]

3 LP-relaxation based constant factor approximation for Subset-FVS

In this section we extend the ideas from Section 2 to handle Subset-FVS. Several of the ideas behind the rounding and the analysis are quite similar, however, there are some non-obvious technical differences that we point out as we go along. We will again assume that the input instance satisfies some restricted structure:

(i) The input graph $G$ is connected. (ii) Each terminal has infinite weight, is a degree two vertex with both the neighbors having infinite weight. (iii) No two terminals are connected by an edge or share a neighbor. (iv) There exists a special non-terminal degree one vertex $u$. (v) Each interesting cycle contains at least two terminals. Justification of these assumptions is very similar to the case of Subset-FES.

3.1 LP formulation

Let $A \subset V$ be a minimal feasible solution. Since, terminals and their neighbors have infinite weight, none of these nodes are in $A$. Each terminal is a cut vertex in $H = G - A$. But, unlike the setting of Subset-FES, $H$ might not be connected even if $A$ is a minimal feasible solution. For simplicity we will first assume that $H$ is connected. As before we can now obtain a labeling by considering a block-cut-vertex tree $T$ of $H$ rooted at $r$, the block containing the special non-terminal $r$. This leads to a labeling of nodes in $V \setminus A$ with labels 1 to $k+1$ where a node $u$ is labeled $i$ if $s_i$ is the first terminal on the path from the block containing $u$ to $r$ in $T$. Note that only nodes in $V \setminus A$ receive a label. As before the property of this labeling is that for any non-special edge $uv$ in $E(H)$, $u$ and $v$ receive same labels. Now we briefly address the case when $H$ may not be connected. For each connected component we pick an arbitrary non-terminal vertex, add a dummy edge connecting it to $r$ and consider the labeling corresponding to block-cut vertex tree of the modified graph. Note that the addition of these dummy edges is a thought experiment to justify the validity of the existence of the labeling.

As in case of Subset-FES, we formulate an integer program based on this structure with a few changes. We have two types of binary variables, the labeling variables $x(u, i)$ for each $u \in V$ and $1 \leq i \leq k$ and node variables $z(u)$ for each node $u \in V$. $x(u, i)$ indicates whether or not $u$ is assigned label $i$ and $z(u)$ indicates whether or not $u$ is cut. Here are some of the constraints, a minimal feasible solution satisfies, based on the reasoning via the structure of block-cut-vertex tree $T$.

- Either a node $u$ is cut or is labeled by exactly one label: $z(u) + \sum_{i=1}^{k+1} x(u, i) = 1$ for $u \in V$.
- No terminal $s_i$ or its neighbors $a_i, b_i$ are cut: $z(u) = 0$ for $u \in \bigcup_{i=1}^{k} \{s_i, a_i, b_i\}$.
- Terminal is labeled by its own index, $x(s_i, i) = 1$ for $1 \leq i \leq k$. Root $r$ is labeled $k+1$, $x(r, k+1) = 1$.
- For each terminal $s_i$, exactly one of its neighbors is labeled $i$: $x(a_i, i) + x(b_i, i) = 1$ for $1 \leq i \leq k$.
- For each non-special edge $e = uv$, either one of $u, v$ is cut or they have the same label. This is captured by constraints: $x(u, i) + z(u) \geq x(v, i)$ and $x(v, i) + z(v) \geq x(u, i)$ for all $1 \leq i \leq k+1$. It is important to note that this constraint holds even for the non-special edges incident on $u \in \bigcup_{j=1}^{k} \{a_j, b_j\}$.
- If $C$ is the set of interesting cycles, then for every $C \in C$, $\sum_{u \in C} z(u) \geq 1$.

The objective is to minimize $\sum_{u \in V} w(u)z(u)$. The full description of the LP relaxation is given in Fig 5.

3.2 Rounding scheme and analysis

THEOREM 3.1. There is a polynomial-time algorithm that given a feasible solution $x, z$ to Subset-FVS-REL outputs a feasible integral solution of weight at most $13 \sum_{u \in V} w(u)z(u)$.

The rounding scheme is similar to the case of Subset-FES but we remove nodes instead. As before, given a solution $x, z$, we round the solution in two steps. In first step, we find a subset $V' \subset V$ of nodes such that removing $V'$ yields a graph $G' = G - V'$ such that interesting cycles in each connected component of $G'$ have same signature. Each component behaves like an instance with single cycle and can be solved optimally. Final output of the algorithm is $V' \cup V''$ where $V''$ is union of the optimal solution over connected components of $G'$. Following lemma formalizes the first step of the algorithm:

LEMMA 3.1. Given a feasible solution $x, z$ to Subset-FVS-REL, there is an efficient algorithm to find a subset of nodes $V' \subset V$ with cost at most $12 \sum_{u \in V} w(u)z(u)$ such that any two interesting cycles in the same connected component in $G' = G[V \setminus V']$ have same signature.

Algorithm[2] shows a simple randomized procedure to find $V'$ which achieves the properties claimed by the preceding lemma. Here, $N(B_i)$ denotes the node boundary of set $B_i$ formally defined as $\{v \mid v \notin B_i, \exists u \in$
Lemma 3.2. For $1 \leq i \leq j \leq k$, $N(B_i) \cap \{a_j, b_j\} = \emptyset$ if $j \neq i$. Thus $V'$ does not contain a neighbor of any terminal.

**Proof:** If $u \in \{s_j, a_j, b_j\}$ for some $j$, then $z(u) = 0$ and we prove that $u \notin V'$. Easy to note from Algorithm 2 that $s_j \notin V'$. And $u \in \{s_j, a_j, b_j\}$ is in $V'$ iff $u \in N(B_i)$ for some $i \neq j$. We prove that this is not possible. Consider $uv \in E$ where $v \neq s_j$. From LP constraint \(z(u) + x(u, i) \geq x(v, i)\), and since $z(u) = 0$ we have $x(u, i) \geq x(v, i)$. Also, $x(s_j, i) = 0$ for $i \neq j$. Thus, if for some $v \in N(u)$, $v \in B_i$ for $i \neq j$ then, $u \in B_i$. Equivalently, $u \notin N(B_i)$ for $i \neq j$.

Proof of Lemma 3.1 consists of two parts. The first is to bound the expected cost of the nodes that are cut which is provided in the lemma below. The proof of this lemma is not as straightforward as the one for the case of edges in SUBSET-FES-REL.

**Lemma 3.3.** $\Pr[u \in V'] \leq 12z(u)$, and hence the expected cost of $V'$ is at most $12 \sum u w(u)z(u)$.

**Proof:** From Lemma 3.2 no terminals or neighbors of terminals are in $V'$. Consider some other node $u$. Then $u \in V'$ iff $u \in N(B_i)$ for some $1 \leq i \leq k$. And $u \in N(B_i)$ iff $x(u, i) \leq \theta$ and there exists $v \in N(u)$ such that $x(v, i) > \theta$. Equivalently, $u \in N(B_i)$ iff $\theta \in [x(u, i), \max_{v \in N(u)} x(v, i))$. We will denote the interval $(1/3, 1/2) \cap [x(u, i), \max_{v \in N(u)} x(v, i))$ as $I_i(u)$. Thus, $\Pr[u \in V'] = \Pr[\theta \in \cup_{i=1}^k I_i(u)]$. If $\cup_{i=1}^k I_i(u)$ has length at most $2z(u)$ then, since $\theta$ is chosen uniformly at random from the range $(1/3, 1/2)$ of length $1/6$, $\Pr[u \in V'] \leq 12z(u)$. Next, we prove this fact. From LP constraint $z(u) + x(u, i) - x(v, i) \geq 0$, we conclude that $\max_{v \in N(u)} x(v, i) \leq z(u) + x(u, i)$.

If there is only one index $i_1$ such that $x(u, i_1) > 1/3$, then for $j \neq i_1$, $I_j(u) \subset (1/3, 1/3 + z(u))$. This implies that $\cup_{i=1}^k I_i(u) \subset [x(u, i_1), x(u, i_1) + z(u)) \cup (1/3, 1/3 + z(u))$. This has length at most $2z(u)$. If on the other hand there are two indices $i_1, i_2$ such that $x(u, i_1), x(u, i_2) > 1/3$ then, by LP constraint $z(u) + \sum_{i=1}^{k+1} x(u, i) = 1$, we get $x(u, j) < 1/3 - z(u)$ for $j \neq i_1, i_2$. This implies that $I_j(u) = \emptyset$ for $j \neq i_1, i_2$ and $\cup_{i=1}^k I_i(u) \subset (x(u, i_1), x(u, i_1) + z(u)) \cup (x(u, i_2), x(u, i_2) + z(u))$. This range also has length at most $2z(u)$. Thus, if $u \in V \setminus \cup_{i=1}^k \{s_i, a_i, b_i\}$, $\Pr[u \in V'] \leq 12z(u)$.
The second part of the proof is to show the property of the signatures of the graph \( G' = G - V' \). To prove this we rely on the analysis that we did in the setting of SUBSET-FES. Let \( E' = \bigcup_{i=1}^{k} \delta(B_i) \setminus E_s \). We will prove that \( E' \subseteq \bigcup_{u \in V'} \delta(u) \). Next we will prove, via the analysis from Section 2, that in \( G - E' \) each connected component has interesting cycles with the same signature; Remark 2.12 is relevant here. This will prove that \( G - V' \) has the desired property.

**Proof of Lemma 3.1** Given feasible solution \( x, z \) to SUBSET-FVS-REL we define a new set of assignment values \( \tilde{x}(u, i) \) as follows: \( \tilde{x}(u, i) = x(u, i) \) for \( u \in V \) and \( 1 \leq i \leq k \) and \( \tilde{x}(u, k + 1) = z(u) + x(u, k + 1) \). We have for each \( u \in V \), \( z(u) + \sum_{i=1}^{k+1} x(u, i) = 1 \) and hence \( \sum_{i=1}^{k+1} \tilde{x}(u, i) = 1 \). Now consider Algorithm 1 for SUBSET-FES with input \( x \). Let the edges set returned be \( E' \). We observe that the algorithm only uses labels 1 to \( k \) and since \( x \) and \( \tilde{x} \) are identical on these labels, for each \( i \) and \( \theta \), Algorithm 1 and Algorithm 2 produce the same sets \( B_1, \ldots, B_k \). For this reason we can use the algorithm about the structure of the graph \( G - E' \) (Lemma 2.3). In particular we have the property that in every connected component of \( G - E' \) all interesting cycles have the same signature. We also observe that this property remains true for \( G - E \) if \( E \) is a superset of \( E' \). To finish the proof of Lemma 3.1 we now prove that \( E' \subseteq \bigcup_{u \in V'} \delta(u) \), that is, removing \( V' \) removes every edge in \( E' \) and perhaps more.

**Claim 3.4.** \( E' \subseteq \bigcup_{u \in V'} \delta(u) \).

**Proof:** Recall that \( E' = \bigcup_{i=1}^{k} \delta(B_i) \setminus E_s \). Consider an edge \( uv \in E' \). Implies that there is an \( i \) such that \( v \in B_i \) and \( u \not\in B_i \) and also that \( uv \) is non-special edge. Note that if \( u \) is not a terminal or neighbor of a terminal then \( u \not\in N(B_i) \) and therefore \( u \in V' \) and hence \( uv \in \delta(u) \). We can assume that \( u \) is not a terminal for then \( uv \) is a special edge. Thus the only case left to consider is that \( u \) is a neighbor of a terminal, say \( u = a_j \) for some \( j \), and \( v \) is not a terminal, otherwise \( uv \) is again a special edge. Since \( z(u) = 0 \) and \( uv \) is not a special edge, from the LP constraint \( z(u) + x(u, i) \geq x(v, i) \), we have that \( x(v, i) \geq x(u, i) \) which implies that \( u \in B_i \) if \( v \in B_i \). Thus \( uv \in E' \) implies that \( uv \in \bigcup_{u \in V'} \delta(u) \). □

This finishes the proof of the Lemma.

### 3.3 Second step of rounding

Here, we will describe the second step of rounding for SUBSET-FVS-REL and finish the proof of Theorem 3.1. The second step of the algorithm is to process the graph \( G' = G - V' \) which has very restricted structure. Consider a connected component \( H \) of \( G' \) which has an interesting cycle \( C \); without loss of generality \( s_1 \) is a terminal on \( C \). Since all signatures are identical in \( H \), disconnecting \( a_1 \) from \( b_1 \) in the graph \( H' = H - s_1 \) is necessary and sufficient to remove all interesting cycles in \( H \). Since we are in the node-weighted setting we need to find a minimum weight node cut between \( a_1 \) and \( b_1 \) in \( H' \). In analogy with Claim 2.13 we have the following.

**Claim 3.5.** The cost of the minimum node-weighted cut between \( a_1 \) and \( b_1 \) in \( H' \) is at most \( \sum_{u \in V(H')} w(u)z(u) \).

Let \( V'' \) be the union of all the minimum node cuts found in each connected component of \( G' \). It is easy to see that \( V' \cup V'' \) is a feasible solution. From the preceding claim and the fact that the connected components of \( G' \) are node disjoint we have that \( w(V'') \leq \sum_{u \in V} w(u)z(u) \). We now finish the proof of Theorem 3.1.

**Proof of Theorem 3.1** Let \( \alpha = \sum_{u \in V} w(u)z(u) \) be the the objective function value of a feasible solution \( x, z \) to SUBSET-FVS-REL. From Lemma 3.1 we obtain a set of nodes \( V' \) such that \( w(V') \leq 12 \alpha \) and \( G' = G - V' \) satisfies the property needed for the second step of the algorithm. The set of nodes \( V'' \) found in the second step satisfy the property that \( w(V'') \leq \alpha \). Thus \( w(V' \cup V'') \leq 13 \alpha \) and \( V' \cup V'' \) is a feasible integral solution to the given instance. This finishes the proof.

**Concluding remarks:** Our work opens up the possibility of obtaining improved approximations for SUBSET-FES and SUBSET-FVS. For both problems the worst-case integrality gap we know comes from corresponding gaps for EDGE-WT-MC and NODE-WT-MC respectively. However we have not tried hard to find bad examples. It will be interesting to examine the easy cases of FVS and SUBSET-FES first before considering SUBSET-FVS. Another direction that we have briefly explored is to consider SUBSET-FES and SUBSET-FVS when the number of terminals \( k \) is small. We believe that we can obtain an algorithm for SUBSET-FVS that runs in time \( \exp(k, 1/\epsilon) \cdot \text{poly}(n) \) and yields a \((4 + \epsilon)\)-approximation. Note that even when \( k = 1 \) the problem is APX-Hard.
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A Further Remarks on the LP Relaxations

Cycle length constraint: SubSET-FES-REL with only labeling constraints does not have a bounded integrality gap. It is essential to add the constraint that each interesting cycle has length at least 1: for each interesting cycle $C \in \mathcal{C}$, $\sum_{e \in C} z(e) \geq 1$. Consider the third graph in Figure 6. Without this constraint, SubSET-FES-REL has cost $0$ with $x(a, i) = x(b_{i-1}, i) = 1$ for $i \in \{1, 2, 3\}$, $x(u, 1) = 1$, $x(w, 3) = 1$, and $z(e) = 0$ for all $e \in E$, whereas the optimal solution for SubSET-FES has cost $1$.

However, we note that the cycle length constraint is only useful in the second step which can be solved via simple min-cut computations. Alternatively, we can think of the labeling approach as strengthening the naive cycle constraint based LP which has $\Omega(\log n)$ integrality gap.

Simplifying Reductions: Given a SubSET-FES instance we first simplified it via reductions so that we can assume that each terminal is a degree 2 node with incident edges having infinite weight. Also, that no two terminals are connected by an edge or share a neighbor. A natural question here is whether these reductions are for convenience or whether they are essential in enabling the formulation.

Assuming that all edges incident on terminals are
of infinite weight, if a terminal has degree more than 2 then we change the spreading constraint to the following constraint: \( \sum_{u \in N(s_i)} x(u,i) = |N(s_i)| - 1 \). If two terminals \( s_i, s_j \) are adjacent, then we can replace the above constraint for \( s_i, s_j \) to the following constraint:

\[
\sum_{u \in N(s_i) \setminus \{s_j\}} x(u,i) + \sum_{u \in N(s_j) \setminus \{s_i\}} x(u,j) = |N(s_i)| + |N(s_j)| - 3.
\]

If an edge incident on a terminal does not have infinite weight, we can conceptually split the edge and then write constraints based on the virtual node inserted. Doing these reductions does not change the integrality gap of the LP but simplifies the analysis considerably. Thus, for the most part the simplifying reductions are for convenience.

However, we point out the the reduction that allows us to assume that each interesting cycle has at least two terminals, has a more direct impact in terms of our analysis. First, without this assumption, Lemma 2.3 does not hold and Lemma 2.7 does not hold true for cycle with one terminal. There may be two distinct interesting cycles in \( G' \), each containing one terminal and connected by a path. We may also have a connected component in \( G' \) containing two terminals with an interesting cycle containing both the terminals while another cycle containing just one terminal. Consider the first two graphs in Figure 6 with the following feasible solution:

\[
x(a_1,1) = 1/2, x(a_1,2) = 1/2, x(w,3) = 1 \quad \text{and} \quad b_1, u, v, a_2, b_2 \text{ have the same assignment } x \text{ as } a_1.
\]

For any choice of \( \theta \in (1/3, 1/2) \) we will get \( L(a_1) = L(b_1) = L(u) = L(v) = L(a_2) = L(b_2) = \{1, 2\}, L(w) = \{3\} \) and \( E' = \{wu\} \).

We can modify the algorithm to incorporate these special cases, however the analysis becomes complicated. Also, for the case when cycles in a connected component have different signatures as in the case of second graph of Figure 6, the second step of the rounding will lose a factor of 2 giving us an upper bound of 14 on integrality gap of \textsc{Subset-FES-Rel}. One can write additional constraints to avoid this but it is simpler for our analysis to make the assumption.

Figure 6: Edges incident on \( u, v \) have weight 1 except \( wu \) which has weight 0. Other edges have infinite weight.