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We give a new and efficient approximation algorithm for scheduling precedence-constrained jobs on machines with different speeds. The problem is as follows. We are given \( n \) jobs to be scheduled on a set of \( m \) machines. Jobs have processing times and machines have speeds. It takes \( p_j/s_i \) units of time for machine \( i \) with speed \( s_i \) to process job \( j \) with processing requirement \( p_j \). Precedence constraints between jobs are given in the form of a partial order. If \( j \prec k \), processing of job \( k \) cannot start until job \( j \)'s execution is completed. The objective is to find a non-preemptive schedule to minimize the makespan of the schedule. Chudak and Shmoys (1997, “Proceedings of the Eighth Annual ACM-SIAM Symposium on Discrete Algorithms (SODA),” pp. 581–590) gave an algorithm with an approximation ratio of \( O(\log m) \), significantly improving the earlier ratio of \( O(\sqrt{m}) \) due to Jaffe (1980, Theoret. Comput. Sci. 26, 1–17). Their algorithm is based on solving a linear programming relaxation. Building on some of their ideas, we present a combinatorial algorithm that achieves a similar approximation ratio but runs in \( O(n^3) \) time. Our algorithm is based on a new and simple lower bound which we believe is of independent interest.
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1. INTRODUCTION

The problem of scheduling precedence-constrained jobs on a set of identical parallel machines to minimize makespan is one of the first problems for which approximation algorithms have been devised. Graham [4] showed that list scheduling gives a \((2 - 1/m)\) approximation for scheduling on \(m\) machines. In list scheduling, jobs are ordered according to a given list, and whenever a machine is free, the earliest unscheduled job from the list that is ready (all of its predecessors have finished) is scheduled on the free machine. Graham’s analysis shows that the \((2 - 1/m)\) approximation holds irrespective of the list. To date this ratio has not been improved. We consider a generalization of this problem in which machines operate at different speeds. In the scheduling literature such machines are called uniformly related. Formally, we are given \(n\) jobs that are to be scheduled on a set of \(m\) machines. Job \(j\) has a processing time \(p_j\), machine \(i\) has a speed \(s_i\), and it takes \(p_j/s_i\) time units to process job \(j\) on machine \(i\). Precedence constraints between jobs impose a partial order on their execution and are given in the form of a directed acyclic graph (DAG). If \(i\) precedes \(j\), denoted by \(i \prec j\), execution of job \(j\) cannot start until job \(i\) is finished. Let \(C_j\) denote the completion time of job \(j\). The objective is to find a schedule that minimizes the time needed to finish all of the jobs or, in other words, to minimize the quantity \(C_{\text{max}} = \max_j C_j\), called the makespan of the schedule. We restrict ourselves to non-preemptive schedules where a job, once started on a machine, has to run to completion on the same machine. Our results carry over to the preemptive case as well. In the scheduling literature where problems are classified in the \(\alpha/\beta/\gamma\) notation [7], this problem is referred to as \(Q_{\text{prec}}/\gamma_{\text{max}}\).

Liu and Liu [9] analyzed the performance of Graham’s list scheduling algorithm for the case of different speeds and showed that it has an approximation ratio of \((1 + \max, s_i / \min, s_i - \max, s_i / \sum_i s_i)\). This approximation ratio depends on the ratio of the largest to the smallest speed and could be arbitrarily large, even for a small number of machines. The first algorithm to have an approximation ratio independent of the speeds was given by Jaffe [6]. By generalizing the analysis of Liu and Liu, he showed that list scheduling, when restricted to the set of machines with speeds that are at least \(1/\sqrt{m}\) times the fastest machine speed, results in an \(O(\sqrt{m})\) approximation ratio. Recently Chudak and Shmyoys [2] improved the ratio significantly by giving an \(O(\log m)\) approximation algorithm. Their algorithm relies on solving a linear programming relaxation of the problem. We obtain a new algorithm for this problem. The approximation ratio of our algorithm is also \(O(\log m)\) but is advantageous for the following reasons. Our algorithm is combinatorial and runs in \(O(n^3)\) time, and hence is more efficient than the algorithm in [2]. Furthermore, the analysis of our...
algorithm relies on a new and natural lower bound that might be useful in other contexts. We also show that our algorithm achieves a constant factor approximation when the precedence constraints are induced by a collection of chains. By a result of Shmoys et al. [10], our algorithm can be extended to obtain similar ratios when jobs have release dates. Our work uses some basic ideas of Chudak and Shmoys [2]. A linear programming relaxation that gives an $O(\log m)$ approximation ratio for the more general problem of minimizing the sum of weighted completion times ($Q|\text{prec}|\sum w_j C_j$) is also presented in [2]. Our ideas do not generalize for that problem.

The rest of this paper is organized as follows. In Section 2 we describe some ideas from the paper of Chudak and Shmoys [2] that are useful to us. We present our lower bound in Section 3 and give the approximation algorithm and its analysis in Section 4.

2. PRELIMINARIES

We summarize below the basic ideas in the work of Chudak and Shmoys [2]. Their main result is an algorithm that gives an approximation ratio of $O(K)$ for the problem of $Q|\text{prec}|C_{\text{max}}$, where $K$ is the number of distinct speeds. They show how to reduce an instance with arbitrary speeds to one in which there are only $O(\log m)$ distinct speeds, as follows.

- Ignore all machines with speeds less than $1/m$ times the speed of the fastest machine.
- Round down all speeds to the nearest power of 2.

They observe that the above transformation can be done with only a constant factor loss in the approximation ratio. We will therefore restrict ourselves to instances with $K$ distinct speeds with the implicit assumption that $K = O(\log m)$. The above ideas also imply an $O(\log(\max_j s_i/\min_j s_i))$ approximation ratio.

Graham [4] showed that when all machines have the same speed ($K = 1$), list scheduling gives a 2 approximation. His analysis shows that in any schedule produced by list scheduling, we can identify a chain of jobs $j_1 < j_2 \ldots < j_r$ with the following property: during the schedule, either all machines are busy processing jobs, or some machine is processing a job from the chain. The time spent processing the chain is clearly a lower bound on the optimum makespan. In addition, the total measure of time during which all machines are busy is also a lower bound via arguments about the average load. These two bounds provide an upper bound of 2 on the approximation ratio of list scheduling. One can apply a similar analysis for the multiple-speed case. As observed in [2], the difficulty is that the time spent in processing the chain identified from the list scheduling analysis is not a lower
bound when speeds are different. We can claim that the processing time of any chain on the fastest machine is a lower bound. However, the jobs in the chain identified by the list scheduling analysis do not necessarily run on the fastest machine. Based on this observation, the algorithm in [2] finds an assignment of jobs to speeds (machines) that ensures that the processing time of any chain is bounded by some factor of the optimal.

We will follow the notation of [2] for the sake of continuity and convenience. Recall that we have $K$ distinct speeds. Let $m_k$ be the number of machines with speed $\bar{s}_k$, $k = 1, \ldots, K$, where $\bar{s}_1 > \cdots > \bar{s}_K$. We use $\bar{s}_j$ to denote the common speed of the $i$th speed class, while $s_j$ is used to denote the speed of the $j$th machine. In the sequel we will be interested in assigning jobs to speeds. For a given assignment, let $k(j)$ denote the speed at which job $j$ is assigned to be processed. The average processing allocated to a machine of a specific speed $k$, denoted by $D_k$, is

$$D_k = \frac{1}{m_k \bar{s}_k} \sum_{j : k(j) = k} p_j.$$

A chain is simply a subset of jobs that are totally ordered by the precedence constraints. A formal definition follows.

**Definition 1.** A chain $P$ is a set of jobs $j_1, \ldots, j_r$ such that for all $1 \leq i < r$, $j_i \prec j_{i+1}$. The length of a chain $P$, denoted by $|P|$, is the sum of the processing times of the jobs in $P$.

Let $\mathcal{P}$ be the set of all chains induced by the precedence constraints. For a chain $P$, the quantity $\sum_{j \in P} \frac{p_j}{\bar{s}_{k(j)}}$ denotes the minimum time required to finish the jobs in the chain if they are scheduled according to the given assignment of jobs to speeds. For a given job assignment we can compute a quantity $C$ defined by the following equation:

$$C = \max_{P \in \mathcal{P}} \sum_{j \in P} \frac{p_j}{\bar{s}_{k(j)}}.$$

Thus $C$ represents a lower bound on the makespan for the given assignment of jobs to speeds.

A natural variant of list scheduling, called speed-based list scheduling, developed in [2], is constrained to schedule according to the speed assignments of the jobs. In classical list scheduling, whenever a machine is free the first available job from the list is scheduled on it. In speed-based list scheduling, an available job is scheduled on a free machine provided the speed of the free machine matches the speed assignment of the job. The proof of the following theorem follows from a straightforward generalization of Graham’s analysis of list scheduling.
Theorem 1 (Chudak and Shmoys [2]). For any job assignment \( k(j), j = 1, \ldots, n \), the speed-based list scheduling algorithm produces a schedule of length

\[
C_{\text{max}} \leq C + \sum_{k=1}^{K} D_k.
\]

Let \( C_{\text{max}} \) denote the optimum makespan for the given instance. In [2] a linear programming relaxation of the problem is used to obtain a job assignment that satisfies the following two conditions:

\[
\sum_{k=1}^{K} D_k \leq (K + \sqrt{K}) C_{\text{max}} \quad \text{and} \quad C \leq (\sqrt{K} + 1) C_{\text{max}}.
\]

Plugging these bounds into Theorem 1 gives an \( O(K) \) approximation ratio. We use an alternative method based on chain decompositions to obtain an assignment satisfying similar properties.

3. A NEW LOWER BOUND

In this section we develop a simple and natural lower bound that will be used in the analysis of our algorithm. Before formally stating the lower bound we provide some intuition. The two lower bounds used in Graham’s analysis for identical parallel machines are the maximum chain length and the average load. As discussed in the previous section, a naive generalization of the first lower bound is the maximum chain length divided by the fastest speed. However, it is easy to show examples where the maximum of this bound and the average load is \( O(1/m) \) times the optimal. We describe one such example to motivate our new bound. Suppose we have two speeds with \( \bar{s}_1 = d \) for some \( d > 1 \) and \( \bar{s}_2 = 1 \). The precedence constraints between the jobs are induced by a collection of \( \ell > 1 \) disjoint chains, each of the same length \( d \). Suppose \( m_1 = 1 \) and \( m_2 = \ell \cdot d \). The average load for the instance (sum of all of the job processing times divided by the sum of all of the machine speeds) is upper bounded by 1. In addition, the time required to process any chain on the fastest machine is 1. However, if \( d > \ell \) the optimum schedule value is \( \Omega(\ell) \), since at most \( \ell \) machines can be simultaneously busy. The key insight we obtain from the above example is that the amount of parallelism in an instance restricts the number of machines that can be used. We capture this insight in our lower bound in a simple way. We view the precedence relations between the jobs as a weighted poset where the weight of an element of the poset is the processing time of the associated job. We will further assume that we have the transitive closure of the poset. We need a few definitions.

**Definition 2.** A chain decomposition \( \mathcal{P} \) of a set of precedence-constrained jobs is a partition of the associated poset into an ordered collection of chains \( (P_1, P_2, \ldots, P_r) \). A maximal chain decomposition is...
one in which $P_1$ is a longest chain and $(P_2, \ldots, P_r)$ is a maximal chain decomposition of the poset with elements of $P_1$ removed.

Note that maximal chain decompositions are ordered. We will be using the fact that $|P_1| \geq |P_2| \geq \cdots \geq |P_r|$.

**Definition 3.** Let $\mathcal{P} = (P_1, P_2, \ldots, P_r)$ be a chain decomposition of the given set of jobs. We define a quantity $L_{\mathcal{P}}$ associated with $\mathcal{P}$ and machine speeds $s_1 \geq s_2 \geq \cdots \geq s_m$ as follows:

$$L_{\mathcal{P}} = \max_{1 \leq j \leq \min\{r, m\}} \frac{\sum_{i=1}^{j} |P_i|}{\sum_{i=1}^{j} s_i}.$$

Note that in Definition 3 the index of summation is over the machines and not the speed classes. For a given $j \leq m$, the quantity $\sum_{i=1}^{j} |P_i|/\sum_{i=1}^{j} s_i$ is the average load of the first $j$ chains from $\mathcal{P}$ on the fastest $j$ machines. With the above definitions in place we are ready to state and prove the new lower bound.

**Theorem 2.** Let $\mathcal{P} = (P_1, \ldots, P_r)$ be any chain decomposition (in particular, any maximal chain decomposition) of the precedence graph of the jobs. Let $AL = (\sum_{j=1}^{n} p_j)/(\sum_{i=1}^{m} s_i)$ denote the average load. Then

$$C^*_\text{max} \geq \max\{AL, L_{\mathcal{P}}\}.$$

Moreover, the lower bound is valid for preemptive schedules as well.

**Proof.** The maximum rate at which the machines can process jobs is seen to be at most $\sum_{i=1}^{m} s_i$, which is achieved if and only if all machines are busy. Therefore, to finish all of the jobs requires at least a time of

$$AL = (\sum_{j=1}^{n} p_j)/(\sum_{i=1}^{m} s_i).$$

Hence we obtain that $C^*_\text{max} \geq AL$.

We will show that for $1 \leq j \leq m$ the following is true:

$$C^*_\text{max} \geq \frac{\sum_{i=1}^{j} |P_i|}{\sum_{i=1}^{j} s_i}.$$

This will prove the theorem. Consider the first $j$ chains. Suppose our input instance was modified to have only the jobs in the first $j$ chains. It is easy to see that a lower bound for this modified instance is a lower bound for the original instance. Since it is possible to execute only one job from each chain at any particular time, only the fastest $j$ machines are relevant for this modified instance. The expression $\frac{\sum_{i=1}^{j} |P_i|}{\sum_{i=1}^{j} s_i}$ is simply the average load for the modified instance, which, as we observed before, is a lower bound on the schedule length. Since the average load is also a lower bound for preemptive schedules, the claimed lower bound applies even if preemptions are allowed. □
Horvath et al. [5] proved that the above lower bound gives the optimal schedule length for preemptive scheduling of chains on uniformly related machines. The idea of extending their lower bound to general precedence graphs using maximal chain decompositions is natural but does not appear to have been effectively used before.

**Theorem 3.** A maximal chain decomposition can be computed in $O(n^3)$ time. If all $p_j$ are the same, the running time can be improved to $O(n^2 \sqrt{n})$.

**Proof.** It is necessary to find the transitive closure of the given graph of precedence constraints. This can be done in $O(n^3)$ time, using a breadth first search (BFS) from each vertex. From a theoretical point of view this can be improved to $O(n^\omega)$, where $\omega \leq 2.376$, using fast matrix multiplication [3]. A longest chain in a weighted DAG can be found in $O(n^2)$ time using standard algorithms. Using this at most $n$ times, a maximal chain decomposition can be obtained in $O(n^3)$ time. If all $p_j$ are the same (without loss of generality we can assume they are all 1), the length of a chain is the same as the number of vertices in the chain. We can use this additional structure to obtain an improved time bound as follows. We remove longest chains using the $O(n^2)$ algorithm, as long as the longest chain length is at least $\sqrt{n}$. The total running time for this phase of the algorithm is clearly bounded by $O(n^2 \sqrt{n})$. Once the length of the longest chain falls below $\sqrt{n}$ we run a different algorithm that is outlined in the proof of Lemma 1. That algorithm computes a maximal chain decomposition for unit weight jobs in $O(n^2 \cdot d)$ time, where $d$ is the maximum chain length. Thus if $d \leq \sqrt{n}$ we obtain an $O(n^2 \sqrt{n})$ time for the second phase. Combining the two phases gives an algorithm with the desired bound. 

**Lemma 1.** Let $G$ be a DAG with all $p_j = 1$ and the longest chain length bounded by $d$. Given the transitive closure of $G$, there is an algorithm to compute a maximal chain decomposition in time $O(n^2 \cdot d)$.

**Proof.** We partition the vertices into $(d + 1)$ layers $L_0, L_1, \ldots, L_d$. Layer $L_i$ is the set of all vertices $v$ such that the longest chain ending at $v$ is of length $i$. Let $\ell(v)$ denote the layer of a vertex $v$. For each vertex $v$ we maintain its predecessors in $(d + 1)$ classes corresponding to the layer to which they belong. Given the transitive closure, it is easy to construct this partition and the predecessor classes in $O(n^2)$ time. Given a layered representation, we can find a longest chain in $O(d)$ time by taking an arbitrary vertex in the highest numbered non-empty layer and walking down the layers looking for predecessors. Once we find a longest chain we remove the vertices in the chain and all of the edges incident on them. We update the layered data structure and repeat the process. The update happens as follows. For each edge removed we change the predecessor structure of the vertex incident on it. Let $S$ be the vertices that are incident on the edges
removed. We examine vertices in $S$ in increasing order of $\ell(v)$. We first update $\ell(v)$ to its new value. If $\ell(v)$ does not change by the removal of the chain we remove $v$ from $S$. If $\ell(v)$ is reduced, we examine all of the successors of $v$, update their predecessor data structure, and add them to $S$. This takes time proportional to the out-degree of $v$. We continue this process as long as $S$ is non-empty.

We analyze the running time as follows. The time required to find the chain, remove the vertices and the associated edges, and form the initial set $S$ can be amortized to the total number of edges removed. Thus this time is bounded over all by $O(n^2)$. The time required to update the layer information is amortized as follows. We examine the successors of a vertex $v$ only if $\ell(v)$ is reduced. Since $\ell(v)$ can change at most $(d+1)$ times, the total time is bounded by $(d + 1) \sum_v \deg(v)$, which is $O(n^2 \cdot d)$. 

4. THE APPROXIMATION ALGORITHM

The approximation algorithm we develop in this section is based on the maximal chain decompositions defined in the previous section. As mentioned in Section 2, our algorithm produces an assignment of jobs to speeds. Then we use the speed-based list scheduling of [2] with the job assignment produced by our algorithm.

Algorithm Chain-Alloc is described in Fig. 1. Based on Theorem 2, it first computes a lower bound $B$ on the optimum schedule length. Then it orders the chains by non-increasing lengths and greedily allocates the chains to speeds such that no speed is loaded by more than four times the lower bound. We now prove several properties of the described allocation. Recall that $D_i$ is the average load on a machine in speed class $i$.

```
1. compute a maximal chain decomposition of the jobs $\mathcal{P} = (P_1, \ldots, P_r)$.
2. set $B = \max\{AL, L_o\}$.
3. set $\ell = 1$.
4. for $i = 1$ to $K$ do.
    (a) let $t \leq r$ be the maximum index such that $\sum_{i \leq j} |P_j|/(m_i \bar{s}_i) \leq 4B$.
    (b) assign jobs in chains $P_1, \ldots, P_t$ to speed $i$.
    (c) set $\ell = t + 1$. If $\ell > r$ return.
5. return
```

FIG. 1. Algorithm Chain-Alloc.
Lemma 2. Let \( P_{\ell(a)}, \ldots, P_r \) be the chains remaining when Chain-Alloc considers speed \( u \) in step 4 of the algorithm. Then

1. \( |P_{\ell(a)}|/\bar{s}_u \leq 2B \) and
2. Either \( P_{\ell(a)}, \ldots, P_r \) are allocated to speed \( u \) or \( D_u > 2B \).

Proof. We prove the above assertions by induction on \( u \). Consider the base case when \( u = 1 \) and \( \ell(1) = 1 \). From the definition of \( L_\varphi \), it follows that \( |P_{1}|/\bar{s}_1 \leq B \). Since \( P_1 \) is the longest chain, it also follows that \( |P_j|/\bar{s}_1 \leq B \) for \( 1 \leq j \leq r \). Let \( t \) be the largest index such that \( P_t \) is assigned to \( \bar{s}_1 \). If \( t = r \) we are done. If \( t < r \), it must be the case that assigning \( P_{t+1} \) to \( \bar{s}_1 \) increases their average load to more than \( 4B \). Since \( |P_{t+1}|/\bar{s}_1 \leq B \), we conclude that \( D_1 = \sum_{j=1}^{t}|P_j|/m_i\bar{s}_1 = \sum_{j=1}^{t}|P_j|/m_i\bar{s}_1 - |P_{t+1}|/m_i\bar{s}_1 > (4 - 1/m_1)B > 2B \).

Assume that the conditions of the lemma are satisfied for speeds \( \bar{s}_u \) and \( \bar{s}_{u-1} \). We may assume that \( \ell(u) < r \), for otherwise there are no chains left to be assigned to \( \bar{s}_u \) and the lemma is true by induction. We observe that the second condition follows from the first, using an argument similar to the one used above for the base case. Therefore it is sufficient to prove the first condition. We also note that the two conditions imply that if \( D_k > 2B \) the number of chains assigned to speed \( \bar{s}_k \) is at least \( m_k \).

Suppose \( |P_{\ell(u)}|/\bar{s}_u > 2B \). We will derive a contradiction. Let \( M^v \) denote the sum \( \sum_{k=1}^{v} m_k \). Let \( j = \ell(u) \) and let \( v \) be the index such that \( M^{v-1} < j \leq M^v \). If \( j > m \), no such index \( v \) exists and we set \( v = K \), the slowest speed. If \( j \leq m \), for convenience of notation we assume that \( j = M^v \) simply by ignoring other machines of speed \( \bar{s}_u \). We note that \( P_{\ell(u)-1} \) is the last chain assigned to speed \( \bar{s}_{u-1} \). We claim that \( \ell(u) \geq 1 \geq M^{u-1} \), since for each \( k < u \), \( D_k > 2B \), and therefore the number of chains assigned to speed \( \bar{s}_k \) is at least \( m_k \). Therefore \( j = \ell(u) > M^{u-1} \), and hence from the definition of \( v \) it follows that \( v \geq u \).

From the definition of \( L_\varphi \), \( AL \), and \( B \), we get the following two facts. If \( j \leq m \) then \( L_\varphi \geq (\sum_{i=1}^{j} |P_i|)/(\sum_{k=1}^{v} m_k \bar{s}_k) \). If \( j > m \) then \( AL \geq (\sum_{i=1}^{j} |P_i|)/(\sum_{k=1}^{v} m_k \bar{s}_k) \). Combining them, we obtain the following:

\[
\frac{\sum_{i=1}^{j} |P_i|}{\sum_{k=1}^{v} m_k \bar{s}_k} \leq \max\{L_\varphi, AL\} = B. \tag{1}
\]

Since \( |P_j|/\bar{s}_u > 2B \), it is the case that \( |P_i|/\bar{s}_u > 2B \) for all \( M^{u-1} < i \leq j \). This implies that

\[
\sum_{M^{u-1} < i}^{j} |P_i| > 2B(M^{u-1})\bar{s}_u \geq 2B \sum_{k=u}^{v} m_k \bar{s}_k.
\]
Adding more terms to the left-hand side of the above equation, we get the following:

$$\sum_{i=1}^{j} |P_i| > 2B \sum_{k=u}^{v} m_k \bar{s}_k. \quad (2)$$

From the induction hypothesis it follows that speeds $\bar{s}_1$ to $\bar{s}_{u-1}$ have an average load greater than $2B$. From this we obtain

$$\sum_{i=1}^{j-1} |P_i| > 2B \sum_{k=1}^{u-1} m_k \bar{s}_k,$$

and adding one more term to the left-hand side of the above equation, we get the following:

$$\sum_{i=1}^{j} |P_i| > 2B \sum_{k=1}^{u-1} m_k \bar{s}_k. \quad (3)$$

Combining Eqs. (2) and (3), we obtain the following:

$$2 \sum_{i=1}^{j} |P_i| > 2B \sum_{k=1}^{u-1} m_k \bar{s}_k + 2B \sum_{k=u}^{v} m_k \bar{s}_k$$

$$> 2B \sum_{k=1}^{v} m_k \bar{s}_k. \quad (4)$$

Equation (4) contradicts Eq. (1).

**Corollary 1.** If chain $P_j$ is assigned to speed $i$, then $|P_j|/\bar{s}_i \leq 2B$.

**Corollary 2.** Algorithm Chain-Alloc allocates all chains.

**Proof.** Suppose some chain is left unassigned after speed $\bar{s}_K$ is considered by the algorithm. Then by Lemma 2, $D_i > 2B$ for $1 \leq i \leq K$. This would imply that $\sum_{j=1}^{n} p_j \geq 2B \sum_{k=1}^{K} m_k \bar{s}_k$, violating the condition that $B \geq AL = \sum_{j=1}^{n} p_j / (\sum_{k=1}^{K} m_k \bar{s}_k)$. 

**Lemma 3.** For $1 \leq k \leq K$, $D_k \leq 4C_{\text{max}}^\ast$.

**Proof.** Since $B \leq C_{\text{max}}^\ast$ and the algorithm never loads a speed by more than an average load of $4B$, the bound follows.

**Lemma 4.** For the job assignment produced by Chain-Alloc, $C \leq 2KC_{\text{max}}^\ast$. 
Proof. Let $P$ be any chain. We will show that $\sum_{j \in P} p_j / S_{k(j)} \leq 2KC_{\max}^*$, where $k(j)$ is the speed to which job $j$ is assigned. Let $A_i$ be the set of jobs in $P$ which are assigned to speed $S_i$. Let $P_i$ be the longest chain assigned to speed $S_i$ by the algorithm. We claim that $|P_i| / S_i \geq \sum_{j \in A_i} p_j$. This is due to the fact that the jobs in $A_i$ form a chain when $P_i$ is picked as the longest chain in the maximal chain decomposition. From Corollary 1 we know that $|P_i| / S_i \leq 2B \leq 2C_{\max}^*$. Therefore it follows that

$$\sum_{j \in P} p_j / S_{k(j)} = \sum_{i=1}^{K} \frac{\sum_{j \in A_i} p_j}{S_i} \leq \sum_{i=1}^{K} |P_i| / S_i \leq 2KC_{\max}^*.$$

Theorem 4. Using speed-based list scheduling on the job assignment produced by Algorithm Chain-Alloc gives a $6K$ approximation, where $K$ is the number of distinct speeds. Furthermore, the algorithm runs in $O(n^3)$ time. The running time can be improved to $O(n^2 \sqrt{n})$ if all $p_j$ are the same.

Proof. From Lemma 3 we have $D_k \leq 4C_{\max}^*$ for $1 \leq k \leq K$, and from Lemma 4 we have $C \leq 2KC_{\max}^*$. Putting these two facts together, for the job assignment produced by the algorithm Chain-Alloc, speed-based list scheduling gives the following upper bound by Theorem 1:

$$C_{\max} \leq C + \sum_{k=1}^{K} D_k \leq 2KC_{\max}^* + 4KC_{\max}^* \leq 6KC_{\max}^*.$$

Speed-based list scheduling can be implemented in $O(n \log n)$ time. The running time is dominated by the time required to compute a maximal chain decomposition. Theorem 3 gives the desired bounds.

Corollary 3. There is an algorithm which runs in $O(n^3)$ time and gives an $O(\log m)$ approximation ratio for the problem of scheduling precedence-constrained jobs on uniformly related machines to minimize makespan.

Remark. The maximal chain decomposition depends only on the jobs of the given instance and is independent of the machine environment. If a maximal chain decomposition is given, the algorithm Chain-Alloc and speed-based list scheduling can be implemented in $O(n \log n)$ time.

We note here that the leading constant in the LP-based algorithm in [2] is better. We also observe that the above bound is based on our lower bound, which is valid for preemptive schedules as well. Hence our approximation ratio is also valid for preemptive schedules. In [2] it is shown that the lower bound provided by the LP relaxation is a factor of $\Omega(\log m / \log \log m)$ away from the optimal. Surprisingly, it is easy to show, using the same example as in [2], that our lower bound from Section 3 is also a factor of $\Omega(\log m / \log \log m)$ away from the optimal.
Theorem 5. There are instances where the lower bound given in Theorem 2 is a factor $\Omega(\log m/\log \log m)$ away from the optimal schedule value.

Proof. The proof of Theorem 3.3 in [2] provides the instance, and it is easily verified that any maximal chain decomposition of that instance is a factor $\Omega(\log m/\log \log m)$ away from the optimal.

4.1. Release Dates

Now consider the scenario where each job $j$ has a release date $r_j$ before which it cannot be processed. By a general result of Shmoys et al. [10], an approximation algorithm for the problem of minimizing makespan without release dates can be transformed to one with release dates, losing only a factor of 2 in the process. Therefore we obtain the following.

Theorem 6. There is an $O(\log m)$ approximation algorithm for scheduling to minimize the makespan of jobs with precedence constraints and release dates on uniformly related machines ($Q|\text{prec}, r_j|C_{\text{max}}$) that runs in time $O(n^3)$.

4.2. Scheduling Chains

In this subsection we show that Chain-Alloc followed by speed-based list scheduling gives a constant factor approximation if the precedence constraints are induced by a collection of chains. We first observe that any maximal chain decomposition of a collection of chains is simply the collection itself. The crucial observation is that the algorithm Chain-Alloc allocates all jobs of any chain to the same speed class. The two observation together imply that there are no precedence relations between jobs allocated to different speeds. This allows us to obtain a stronger version of Theorem 1 where we can upper bound the makespan obtained by speed-based list scheduling as $C_{\text{max}} \leq C + \max_{1 \leq k \leq K} D_k$. Furthermore, we can bound $C$ as $\max_{1 \leq i \leq r} |P_i|/\bar{s}_k(i)$, where chain $P_i$ is allocated to speed $k(i)$. From Corollary 1 it follows that $C \leq 2B$. Lemma 3 implies that $\max_{1 \leq k \leq K} D_k \leq 4B$. Combining the above observations yields a 6 approximation.

Theorem 7. There is a 6 approximation for the problem $Q|\text{chains}|C_{\text{max}}$ and a 12 approximation for the problem $Q|\text{chains}, r_j|C_{\text{max}}$.

Computing the maximal chain decomposition of a collection of chains is trivial, and the above algorithm can be implemented in $O(n \log n)$ time.

5. CONCLUDING REMARKS

It is known that the problem of minimizing makespan is hard to approximate to within a factor of 4/3, even if all machines have the same speed [8].
This is the best known hardness of approximation for the multiple-speed case, too, while the best upper bound we have is \( O(\log m) \). Improving the gap is an obvious and very interesting research problem. We conjecture that there is a \( O(1) \) approximation algorithm for the problem \( Q|\text{prec}|C_{\max} \) and even for the more general problem of minimizing the sum of weighted completion times \( (Q|\text{prec}|\sum w_jC_j) \).
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