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ABSTRACT
We consider the problem of maximizing a non-negative submodular set function $f : 2^N \rightarrow \mathbb{R}_+$ over a ground set $N$ subject to a variety of packing type constraints including (multiple) matroid constraints, knapsack constraints, and their intersections. In this paper we develop a general framework that allows us to derive a number of new results, in particular when $f$ may be a non-monotone function. Our algorithms are based on (approximately) solving the multilinear extension $F$ of $f$ over a polytope $P$ that represents the constraints, and then effectively rounding the fractional solution. Although this approach has been used quite successfully in some settings [6,24,24,15,2], it has been limited in some important ways. We overcome these limitations as follows.

First, we give constant factor approximation algorithms to maximize $F$ over an arbitrary down-closed polytope $P$ that has an efficient separation oracle. Previously this was known only for monotone functions [36]. For non-monotone functions, a constant factor was known only when the polytope was either the intersection of a fixed number of knapsack constraints [24], or a matroid polytope [17,30]. Second, we show that contention resolution schemes are an effective way to round a fractional solution, even when $f$ is non-monotone. In particular, contention resolution schemes for different polytopes can be combined to handle the intersection of different constraints. Via LP duality we show that a contention resolution scheme for a constraint is related to the correlation gap [1] of weighted rank functions of the constraint. This leads to an optimal contention resolution scheme for the matroid polytope.

Our results provide a broadly applicable framework for maximizing linear and submodular functions subject to independence constraints. We give several illustrative examples. Contention resolution schemes may find other applications.
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1. INTRODUCTION

We consider the meta-problem of maximizing a non-negative submodular set function subject to independence constraints. Formally, let $N$ be a finite ground set of cardinality $n$, and let $f : 2^N \rightarrow \mathbb{R}_+$ be a submodular set function over $N$. Let $\mathcal{I} \subseteq 2^N$ be a downward-closed family of subsets of $N$. Our problem is then $\max_{S \in \mathcal{I}} f(S)$. We are interested in independence families induced by natural and useful constraints such as matroid constraints, knapsack constraints, related special cases and their intersections. Throughout this paper we assume that $f$ is given via a value oracle; that is, given a set $S \subseteq N$ the oracle returns $f(S)$. The function $f$ could be monotone or non-monotone. Monotone functions typically allow better approximation results.

Submodular function maximization has recently attracted considerable attention in theoretical computer science. This is for a variety of reasons including applications, recognition of interesting algorithmic and structural properties, as well as the use of submodular functions as utility functions in algorithmic game theory. A number of well-known problems can be seen as special cases of submodular function maximization. For example, the APX-hard Max-Cut problem can be seen as (unconstrained) maximization of the cut function $f : 2^V \rightarrow \mathbb{R}$ of a graph $G = (V,E)$. (Note that $f$ here is non-monotone.) Another well-known special case of our problem is the Max-$k$-Cover problem, which can be viewed as $\max \{ f(S) : |S| \leq k \}$ where $f(S) = |\bigcup_{i \in S} A_i|$ is the coverage function for a collection of sets $\{A_i\}$. Max-$k$-Cover is hard to approximate to within a factor of $(1 - 1/e + \varepsilon)$ for any fixed $\varepsilon > 0$, unless $P = NP$ [15]. Hence we focus on approximation algorithms [1].

1 A set function $f : 2^N \rightarrow \mathbb{R}_+$ is submodular iff $f(A) + f(B) \geq f(A \cup B) + f(A \cap B)$ for all $A,B \subseteq N$.

2 A family of sets $\mathcal{I} \subseteq 2^N$ is downward-closed if for any $A,B \subseteq N$, $B \in \mathcal{I}$ implies that $A \in \mathcal{I}$.

3 If $f$ is monotone if $f(A) \leq f(B)$ whenever $A \subseteq B$.

4 If $f$ is not assumed to be non-negative, even the unconstrained
Classical work in submodular function maximization was based on combinatorial techniques such as the greedy algorithm and local search. We mention the work of Cornuejols, Fisher, Nemhauser and Wolsey \cite{15,29,18,23} from the late 70’s which showed a variety of approximation bounds when \( f \) is monotone submodular and \( \mathcal{I} \) is induced by multiple matroid constraints. Recent algorithmic work has considerably extended and improved the classical results. Local-search methods have been identified as particularly useful, in particular, for non-monotone functions. This has led to the first constant factor approximation for the unconstrained submodular function maximization problem \cite{16}, and a variety of approximation results for knapsack and matroid constraints \cite{24,25}. The greedy algorithm has also been modified and made applicable to non-monotone functions \cite{20}.

Despite the above-mentioned results, combinatorial techniques have some limitations: (i) they have not been able to achieve optimal approximation results, except in the basic case of a single cardinality or knapsack constraint \cite{29,33}; (ii) they are not very flexible in terms of the ability to combine constraints and develop more general techniques (e.g., a \((1 - 1/\epsilon)\)-approximation was known for maximizing a monotone submodular function subject to 1 knapsack constraint \cite{33}, but little was known even for 2 knapsack constraints). A new approach which overcomes some of these obstacles and brings submodular function maximization closer to the world of polyhedral techniques is via the multilinear relaxation, introduced in this context in \cite{5}. \( F(x) = \sum_{S \subseteq N} f(S) \prod_{i \in S} x_i \prod_{j \in S^c} (1 - x_j) \). The value \( F(x) \) is equivalently the expected value of \( f(R) \) where \( R \) is a random set obtained by picking each element \( i \) independently with probability \( x_i \). We observe that if \( f \) is modular then \( F \) is simply a linear function.

Continuous extensions offer some advantages in the design of approximation algorithms. Suppose we have a polytope \( P_\mathcal{I} \subseteq \{0, 1\}^N \) that is a relaxation for \( \mathcal{I} \subseteq 2^N \) in the sense that \( \{1\} \cap \mathcal{I} \subseteq P_\mathcal{I} \). Moreover suppose there is a polynomial-time separation oracle for \( P_\mathcal{I} \) (we call such polytopes solvable). Then we can hope to (approximately) solve the continuous problem \( \max_{x \in P_\mathcal{I}} F(x) \) to find a fractional solution \( x^* \in P_\mathcal{I} \) and then round \( x^* \) to an integral solution. This is a standard paradigm in approximation via linear and convex programming relaxations. Two natural questions arise in applying this paradigm to submodular functions, both due to the fact that the extension \( F \) is neither a convex nor concave function. First, can we (approximately) solve the problem \( \max_{x \in P_\mathcal{I}} F(x) \)? Second, can we round a fractional solution effectively?

Recent work has addressed the above questions in several ways. First, Vondrák \cite{55} gave a continuous greedy algorithm that gives an optimal \((1 - 1/e)\)-approximation for the problem \( \max_{x \in P_\mathcal{I}} F(x) \) when \( f \) is monotone submodular and \( P \) is a solvable polytope. When \( f \) is non-monotone, the picture is less satisfactory. Lee et al. \cite{24} gave a local-search based algorithm that gives a \((1/4 - e)\)-approximation to maximize \( F \) over the polytope induced by a fixed number of knapsack constraints. Vondrák \cite{57} obtained a 0.309-approximation for maximizing \( F \) over a single matroid polytope, and this ratio has been recently improved to 0.325 \cite{30}. However, no approximation algorithm was known to maximize \( F \) over a general solvable polytope \( P \).

In terms of rounding a fractional solution \( x \), a natural strategy to preserve the value of \( F(x) \) is to independently round each coordinate \( i \) to 1 with probability \( x_i \). However, this rounding strategy does not typically preserve the constraints imposed by \( \mathcal{I} \). Various dependent rounding schemes have been proposed. It was shown in \cite{5} that “pipage rounding” can be used to round solutions in the matroid polytope without losing in terms of the objective function \( F(x) \) \cite{13} achieves the same via “swap-rounding”). In \cite{24,23,33} randomized rounding coupled with alteration was used for knapsack constraints. More recently, \cite{13} showed concentration properties for rounding in a single matroid polytope when \( f \) is monotone, and \cite{38} showed concentration for independent rounding even when \( f \) is non-monotone. These led to a few additional results. Despite this progress, the “integrality gap” of \( \max\{F(x) : x \in \mathcal{P}\} \) has been so far unknown even when \( f \) is monotone and \( P \) the intersection of two matroid polytopes. (We remark that for pure intersections of matroids, combinatorial algorithms are known to yield good approximations \cite{24,25}.) However, even for modular functions, combining constraints such as matroids and knapsack constraints has been difficult, and no general result was known that matched the best bounds one can get for them separately.

Our contribution at a high level: In this paper we overcome existing limitations by obtaining a general framework via the following results.

\begin{itemize}
  \item We give the first constant factor approximation for the problem \( \max\{F(x) : x \in \mathcal{P}\} \) where \( P \) is any down-monotone solvable polytope and \( F \) the multilinear extension of any non-negative submodular function.
  \item We propose a general (dependent) randomized rounding framework for modular and submodular functions under independence constraints via what we call contention resolution schemes (CR schemes). A key advantage is the ability to easily combine schemes for different constraints to obtain a scheme for their intersection.
  \item We give an optimal \((1 - 1/e)\)-factor CR scheme for any matroid.
\end{itemize}

Previously this was known only for the uniform matroid of rank 1 \cite{17}. More generally, we give a tight connection between CR schemes and the correlation gap of the associated weighted rank functions.

The above ingredients can be put together to give a variety of new results that we discuss in more detail in Section \ref{sec:results}. We summarize some of our results in Table \ref{tab:results}.

### 1.1 Maximizing the multilinear extension over a general polytope

We now give a more detailed description of our technical results and the general framework. First, we give a constant factor approximation for the problem \( \max\{F(x) : x \in \mathcal{P}\} \), where \( F \) is the multilinear extension of a non-monotone submodular function \( f \) and \( P \) is a down-monotone solvable polytope; the monotone case admits a \((1 - 1/e)\)-approximation \cite{36} as we mentioned already. The condition of down-monotonicity of the polytope is necessary for the non-monotone case; it follows from \cite{37} that no constant factor approximation is possible for the matroid base polytope which is not down-monotone.

The main algorithmic technique for non-monotone functions is local search. Fractional local search with additional ideas has been the tool to solve the continuous problem in special cases of polytopes \cite{24,37,30}. Previous fractional local search methods for a constant number of knapsack constraints \cite{24} and \cite{37} improved a current solution \( x \) by considering moves along a small number of coordinates of \( x \). The analysis took advantage of the combinatorial structure of the underlying discrete structure (knapsacks or matroids) which was sufficiently simple that swaps along a few
coordinates sufficed. How do we obtain an algorithm that works for any polytope $P$?

**A new insight:** Our key high-level idea is simple yet insightful. Any point $x \in P$ can be written as a convex combination of the vertices of $P$. We view the problem of $\max \{ F(x) : x \in P \}$ as forming a submodular function over the set ground consisting of an exponential many vertices of $P$ (duplicated many times in the limit). This effectively reduces the polytope constraint to a cardinality constraint and one can apply known algorithmic ideas for the discrete problem. From this viewpoint we obtain a new fractional local search procedure: given a current point $x$, a local swap corresponds to removing a vertex in the convex combination of $x$ and adding a new vertex of $P$ (with appropriate scalar multipliers). To implement this efficiently we can use linear optimization over $P$. (We remark that the continuous greedy algorithm for the monotone case [36] can also be interpreted with this insight.)

Our algorithms are derived using the above high-level idea. We note that when specialized to the matroid polytope or knapsack polytope which have combinatorial structure, our algorithms become simpler and in fact resemble previous algorithms. This is perhaps not a coincidence; it could be argued that our interpretation via the simplicial and in fact resemble previous algorithms. This is perhaps not a coincidence; it could be argued that our interpretation via the

### Table 1: Approximation factors for different types of constraints and objective functions. Results in brackets were previously known.

<table>
<thead>
<tr>
<th>Constraint type</th>
<th>Linear maximization</th>
<th>Monotone submod. max.</th>
<th>Non-negative submod. max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(1)$ knapsacks</td>
<td>$[1 - \varepsilon]$</td>
<td>$[1 - 1/e - \varepsilon]$</td>
<td>$0.325 \cdot [0.25]$</td>
</tr>
<tr>
<td>$k$ matroids &amp; $\ell = O(1)$ knapsacks</td>
<td>$0.6/k$</td>
<td>$0.38/k \Omega(1/(k + \ell))$</td>
<td>$0.19/k \Omega(1/(k + \ell))$</td>
</tr>
<tr>
<td>$k$-matchoid &amp; $c$-sparse PIP</td>
<td>$\Omega(1/(k + \ell))$</td>
<td>$\Omega(1/(k + \ell)) \cdot \Omega(1/\ell)$</td>
<td>$\Omega(1/\ell)$</td>
</tr>
<tr>
<td>Unsplittable flow in paths and trees</td>
<td>$[1/(1-\varepsilon)]$</td>
<td>$[1]$</td>
<td>$[1]$</td>
</tr>
</tbody>
</table>

The set $R(x)$ is not necessarily feasible. We would like to remove (randomly) some elements from $R(x)$, so that we obtain a feasible set $I_{\subset} R(x)$. The property we would like to achieve is that every element $i$ appears in $I$ with probability at least $c x_i$, for some parameter $c > 0$. We call such a scheme “c-balanced contention resolution” for $P_2$. We stress that the scheme needs to work for all $x \in P_2$. In several settings we need to first scale down the fractional solution which calls for a more general definition below.

**Definition 1.2.** A $(b, c)$-balanced CR scheme for $P_2$ is a scheme such that for any $x \in P_2$, the scheme selects an independent subset $I \subset R(bx)$ with the following property: $\Pr[i \in I | i \in R(bx)] \geq c$ for every element $i$. The scheme is said to be monotone if $\Pr[i \in I | R(bx) = R_1] \geq \Pr[i \in I | R(bx) = R_2]$ whenever $i \in R_1 \subseteq R_2$. A scheme is said to be strict if $\Pr[i \in I | i \in R(bx)] = c$ for every $i$.

We emphasize that a CR scheme is defined with respect to a specific polyhedral relaxation $P_2$ of $I$. We observe that several previous rounding procedures for packing (and also covering) problems rely on the well-known technique of alteration of a set obtained via independent rounding (see [22, 27, 38] for some examples), and are examples of CR schemes. However, these schemes are oblivious in that they do not depend on $x$ itself (other than in picking the random set $R$), and the alteration is also deterministic. Our definition is inspired by the “fair contention resolution scheme” in [17] which considered the special case of contention for a single item. The dependence on $x$ is essential for matroids.

We observe that monotonicity of the CR scheme is a necessary property for submodular functions while it is not required for modular functions. We prove the following theorem via the FKG inequality. We note that a similar theorem was shown earlier for monotone submodular functions in [3].

**Theorem 1.3.** Let $f : 2^N \rightarrow \mathbb{R}_+$ be a non-negative submodular function and $x$ be a point in $P_2$, a convex relaxation for $I \subset 2^N$. Let $I(x) \subseteq P$ be the random output of a monotone $(b, c)$-balanced CR scheme on $x \in P_2$. If $f$ is non-monotone, let us assume in addition that the CR scheme is strict. Then $\mathbb{E}[f(I)] \geq c \mathbb{E}[f(x)]$.

**Remark 1.4.** One can show that the strictness assumption for non-monotone CR schemes can be dropped in the above theorem, when applying the following pruning operation to the set $I$ obtained by a monotone $(b, c)$-balanced CR scheme: Go once through all elements of $I$ in any order, and keep an element $i$ in $I$ only if its marginal value with respect to the previously selected elements is positive. A possible drawback of this pruning step is that the obtained procedure to construct $I$ from $x$ is not oblivious to $f$.

For a given $P_2$, it is natural to look for the largest $c$ such that there is a $c$-balanced scheme. However, when one is interested in combining several schemes we need more flexibility. In particular, we will be interested in $(b, c)$-balanced schemes that have the property that as $b \to 0$ we have $c \to 1$. Note that this is a natural property since scaling down the fractional solution and then independently rounding should make it more likely that the resulting set belongs to $I$ (since $I$ is downward closed). We show the following lemma.
Lemma 1.5. Let $\mathcal{I} = \bigcap_{i=1}^{k} \mathcal{I}_i$ and $P_2 = \bigcap_i \mathcal{P}_2$. Suppose each $P_2$ has a monotone $(b, c_i)$-balanced CR scheme. Then $P_2$ has a monotone $(b, \prod_i c_i)$-balanced CR scheme. In the special case that each element of $N$ participates in at most $k$ constraints and $c_i = c$ for all $i$ then $P_2$ has a monotone $(b, c^2)$ CR scheme. Moreover, if the scheme for each $P_2$ is implementable in poly-time time then the combined scheme for $P_2$ can be implemented in poly-time.

Remark 1.6. The combined CR scheme works with respect to the natural combination of constraint relaxations — an intersection of the respective polytopes. This ensures that the relaxed problem is still tractable and we can apply our optimization framework.

Contention resolution via correlation gap and an optimal scheme for matroids: A natural question is how one proves the existence of a contention resolution scheme. As we mentioned, several existing rounding schemes are based on deterministic and oblivious alteration to a set obtained via independent rounding. Most of these schemes have been applied to constraint systems induced by linear inequalities of the form $Ax \leq b$ where $A$ is a non-negative matrix. Until recently there was no contention resolution scheme for the matroid polytope; an optimal $(b, \frac{1-e^{-b}}{b})$-scheme was previously known for the very special case of the uniform matroid of rank one [17]. We note that the recent work of Chawla et al. [9,10] implicitly contains a $(b, 1-b)$-scheme for matroids, although their motivation was different. In this paper we develop an optimal scheme for an arbitrary matroid.

Theorem 1.7. There is an optimal $(b, \frac{1-e^{-b}}{b})$-balanced contention resolution scheme for any matroid polytope. Moreover, the scheme is monotone and efficiently implementable.

We use randomized schemes and view them abstractly as a convex combination of deterministic schemes. This allows us, via LP duality, to show that the best contention resolution scheme for a constraint system is related to the notion of correlation gap for weighted rank functions of the underlying constraint. We reiterate that the scheme depends on the fractional solution $x$ that we wish to round; the alteration of the random set $R(x)$ is itself a randomized procedure that is tailored to $x$, and is found by solving a linear program. We are inspired to make the general connection to correlation gap due to the recent work of Yan [39]; he applied a similar idea in the context of greedy posted-price ordering schemes for Bayesian mechanism design, improving the bounds of [9,10].

1.3 A framework for rounding via contention schemes

We now describe our framework for the problem $\max_{S \subseteq \mathcal{I}} f(S)$. The framework assumes the following: (i) there is a polynomial-time value oracle for $f$, and (ii) that there is a polytope $P_f$ that contains the set $\{1_S | S \in \mathcal{I}\}$ and moreover that there is a polynomial-time separation oracle for $P_f$, and (iii) there is a strict and monotone $(b, c)$-balanced contention resolution scheme for $P_f$. We then have the following simple algorithm:

1. Using an approximation algorithm, obtain in polynomial time a point $x^* \in P_f$ such that $F(x^*) \geq \alpha \max_{S \subseteq \mathcal{I}} F(S)$.
2. Use a strict and monotone $(b, c)$-balanced contention resolution scheme for $P_f$ on $x^*$ to output a random set $I(x^*) \subseteq \mathcal{I}$.

Theorem 1.8. The above algorithm is a randomized $(0.325 bc)$-approximation algorithm for $\max_{S \subseteq \mathcal{I}} f(S)$. If $f$ is monotone then the approximation ratio is $(1 - \frac{1}{e} bc)$. If $f$ is modular then the ratio is $bc$ and the contention resolution scheme is not restricted to be monotone.

Proof. We have $F(x^*) \geq \alpha \cdot \mathrm{OPT}$ with $\mathrm{OPT} = \max_{S \subseteq \mathcal{I}} f(S)$. Theorem 1.3 shows that if we apply a strict and monotone $(b, c)$-balanced contention resolution scheme to $x^*$ then the random set $I$ output by it has the property that $E[f(I)] \geq bc F(x^*)$, hence we have that $E[f(I)] \geq \alpha \cdot (bc) \cdot \mathrm{OPT}$.

For non-monotone submodular functions, Theorem 1.11 gives $\alpha = 0.325$. For monotone submodular functions, [36] gives $\alpha = 1 - 1/e$. For modular $f$, $F(x)$ is a linear function, and hence $\alpha = 1$ can be obtained by linear programming. Moreover, if $F(x)$ is a linear function then by linearity of expectation, $E[f(I)] \geq bc F(x^*)$ without any monotonicity assumption on the scheme.

Combining schemes for different constraints: We are particularly interested in the case when $\mathcal{I} = \bigcap_{i=1}^{k} \mathcal{I}_i$ is the intersection of several different independence systems on $N$; each system corresponds to a different set of constraints that we would like to impose. Assuming that we can apply the above framework to each $\mathcal{I}_i$ separately, it is straightforward to obtain an algorithm for $\mathcal{I}$ as follows.

Let $P_f$ be a polytope that is the relaxation of $\mathcal{I}_i$. In other words $\{1_S | S \in \mathcal{I}_i\}$ is contained in $P_f$. Let $P_f = \emptyset P_2$. It follows that $\{1_S | S \in \mathcal{I}_i\}$ is contained in $P_2$ and also that there is a polynomial-time separation oracle for $P_2$ if there is one for each $P_2$. Now suppose there is a monotone $(b, c)$ content resolution scheme for $P_2$ for some common choice of $b$. It follows from Lemma 1.5 that $P_f$ has a monotone $(b, \prod c_i)$ contention resolution scheme. We can then apply Theorem 1.3 to obtain a $(ab, \prod c_i)$-randomized approximation for $\max_{S \subseteq \mathcal{I}} f(S)$ where $\alpha$ depends on whether $f$ is modular, monotone or non-monotone.

Organization: The rest of the paper is divided into three parts. Some illustrative applications of our framework are discussed in Section 2. Constant factor approximation algorithms for maximizing $F$ over a solvable polytope are described in Section 3. The connection between contention resolution schemes and correlation gap and its use in deriving optimal schemes for matroids are discussed in Section 4 as well as contention resolution schemes for knapsack constraints, sparse packing systems, and UFP in paths and trees. Several proofs are omitted due to space constraints.

2. APPLICATIONS

Contention resolution. In this section we briefly outline some concrete results that can be obtained via our framework. Our approximation results for various constraints are direct consequences of the respective CR schemes, so we focus on these first. We note that the schemes are with respect to the natural polyhedral relaxations.

Matroids and matchoids: For every matroid constraint $M = (N, \mathcal{I})$, we develop an optimal $(1 - 1/e)$-balanced CR scheme. More generally, for any $b \in (0, 1]$ we design a $(b, \frac{1-e^{-b}}{b})$-balanced CR scheme, which lends itself well to combinations with other constraints. For the intersection of $k$ matroids, or more generally for a $k$-uniform matchoid (a common generalization of $k$-set packing and intersection of $k$ matroids) [26], we obtain a $(b, \frac{1-e^{-b}}{b})$-balanced CR scheme for any $b \in (0, 1]$. The choice of $b = \frac{1}{e(k+1)}$ gives a $\frac{2}{e(k+1)}$-balanced CR scheme for every $k$-uniform matchoid.

Knapsack / linear packing constraints: Given a non-negative $m \times n$ matrix $A$ and non-negative vector $b$, let $\mathcal{I} = \{S | A_{ij} \leq b_i\}$ where $1_S$ is the indicator vector of set $S \subseteq \mathcal{I}$ and $\mathcal{I}$ is the width of the system of inequalities is defined as $W = \min_{i,j} A_{ij} / A_{ij}$. Some special cases of interest are (i) $A$ is a $(0, 1)$-matrix, (ii) $A$ is column-restricted, that is, all non-zero entries in each column are the same and (iii) $A$ is $k$-column sparse, that is at most $k$ non-zero entries
in each column. Many combinatorial problems can be captured by these constraints. Previous results implicitly contain the following:

- For a constant number of knapsack constraints \((m = O(1))\), by guessing and enumeration tricks, one can “effectively” get a \((1 - \varepsilon, 1 - \varepsilon)\)-balanced CR scheme for any fixed \(\varepsilon > 0\).
- When \(A\) is \(k\)-sparse, we derive a \((b, 1 - 2kb)\)-balanced CR scheme. If \(A\) has in addition width \(W \geq 2\), we get a \((b, 1 - k(2eb)^{W-1})\) CR scheme for any \(b \in (0, 1)\). These results follow from [3].
- When \(A\) is a \([0, 1]^{\times}\)-matrix induced by the problem of routing unit-demand paths in a capacitated path or tree, there is a \((b, 1 - O(b))\) CR scheme implicit in [4][7][12]. This can be extended to the unsplittable flow problem (UPF) in capacitated paths and trees via grouping and scaling techniques [21][12][11].

We discuss additional details of the preceding CR schemes in Section 4. We mention that several rounding schemes in the literature can be reinterpreted as CR schemes. Our framework then can be used to obtain algorithms for non-negative submodular set functions. See [8] for an illuminating example.

**Approximation algorithms.** Our CR schemes with suitable choices of parameters imply the following results for problems of the form \(\max_{S \subseteq \mathbb{Z}} f(S)\), where \(f\) is non-negative submodular:

- If \(Z\) is the intersection of a constant number of knapsack constraints, we achieve a 0.325-approximation, improving the \((0.2 - \varepsilon)\)-approximation from [24] and a recent \((0.25 - \varepsilon)\)-approximation [23].
- If \(Z\) is the intersection of a \(k\)-uniform matroid and \(\ell\) knapsack constraints with \(\ell\) a fixed constant, we obtain an \(\Omega(\frac{1}{k+1})\) approximation (constant independent of \(\ell\)), which improves the bound of \(\Omega(\frac{1}{k+\ell})\) from [19].
- If \(Z\) is the intersection of a \(k\)-uniform matroid and an \(\ell\)-sparse knapsack constraint system of width \(W\), we give an \(\Omega(\frac{1}{k+1})\)-approximation, improving \(\Omega(\frac{1}{k+\ell})\) from [19].
- We obtain a constant factor approximation for maximizing a non-negative submodular function of routed requests in a capacitated path or tree. An \(O(1)\) approximation is known for modular functions [8][12][11] but no prior approach that we are aware of could obtain a constant factor for non-monotone submodular functions.

3. SOLVING THE MULTILINEAR RELAXATION FOR NON-NEGATIVE SUBMODULAR FUNCTIONS

In this section, we address the question of solving the problem \(\max_{\mathbb{x} \in P} F(\mathbb{x})\) where \(F\) is the multilinear extension of a submodular function. As we already mentioned, due to [30][9], there is a \((1 - 1/e)\)-approximation for the problem \(\max_{\mathbb{x} \in P} F(\mathbb{x})\) whenever \(F\) is the multilinear extension of a monotone submodular function and \(P\) is any solvable polytope. Here, we consider the maximization of a possibly non-monotone submodular function over a down-monotone solvable polytope. We assume that

\[\text{Algorithm 3.1. Initialize } \mathbb{x} := 0. \text{ As long as there is } \mathbb{y} \in P \text{ such that } (\mathbb{y} - \mathbb{x}) \cdot \nabla F(\mathbb{x}) > 0 \text{ (which can be found by linear programming), move } \mathbb{x} \text{ continuously in the direction } \mathbb{y} - \mathbb{x}. \text{ If there is no such } \mathbb{y} \in P, \text{ return } \mathbb{x}.\]

**Lemma 3.2.** For any two points \(\mathbb{x}, \mathbb{y} \in [0, 1]^{\mathbb{N}}\): \((\mathbb{y} - \mathbb{x}) \cdot \nabla F(\mathbb{x}) \geq F(\mathbb{x} \lor \mathbb{y}) + F(\mathbb{x} \land \mathbb{y}) - 2F(\mathbb{x})\).

**Proof.** By submodularity, \(F\) is concave along any line with a nonnegative direction vector, such as \((\mathbb{x} \lor \mathbb{y}) - \mathbb{x} \geq 0\). Therefore,

\(F(\mathbb{x} \lor \mathbb{y}) - F(\mathbb{x}) \leq ((\mathbb{x} \lor \mathbb{y}) - \mathbb{x}) \cdot \nabla F(\mathbb{x}),\)

and similarly

\(F(\mathbb{x} \land \mathbb{y}) - F(\mathbb{x}) \leq ((\mathbb{x} \land \mathbb{y}) - \mathbb{x}) \cdot \nabla F(\mathbb{x}),\)

because of the concavity of \(F\) along \((\mathbb{x} \land \mathbb{y}) - \mathbb{x} \geq 0\). Adding up these inequalities, we get 

\(F(\mathbb{x} \lor \mathbb{y}) + F(\mathbb{x} \land \mathbb{y}) - 2F(\mathbb{x}) \leq ((\mathbb{x} \lor \mathbb{y}) + ((\mathbb{x} \land \mathbb{y}) - 2\mathbb{x}) \cdot \nabla F(\mathbb{x}).\)

It remains to observe that \((\mathbb{x} \lor \mathbb{y}) + (\mathbb{x} \land \mathbb{y}) = \mathbb{x} \lor \mathbb{y}\), which proves the lemma.

**Corollary 3.3.** If \(\mathbb{x}\) is a local optimum such that \((\mathbb{y} - \mathbb{x}) \cdot \nabla F(\mathbb{x}) \leq 0\), then \(2F(\mathbb{x}) \geq F(\mathbb{x} \lor \mathbb{y}) + F(\mathbb{x} \land \mathbb{y}).\)

Next, we show that if we combine this local optimum with a suitable “complementary solution”, we get a 1/4-approximation to the global optimum. The following is our algorithm.

**Algorithm 3.4.** Using Algorithm 3.1 find a local optimum \(\mathbb{x}\) in \(P\). Then define \(Q = \{y \in P : y \leq 1 - \mathbb{x}\}\) and again using Algorithm 3.1 find a local optimum \(\mathbb{y}\) in \(Q\). If \(F(\mathbb{x}) \geq F(\mathbb{y})\) return \(\mathbb{x}\), otherwise \(\mathbb{y}\).

We use the following property of the multilinear extension of a submodular function. Let us replace each coordinate by a \([0, 1]\) interval and let us represent a certain value \(x_i\) of the \(i\)’th coordinate by a subset of \([0, 1]\) of the corresponding measure.

**Definition 3.5.** Let \(X \in \mathcal{L}^{\mathbb{N}}\), where \(\mathcal{L}\) denotes the set of all measurable subsets of \([0, 1]\). We say that \(X\) represents a vector \(\mathbb{x} \in [0, 1]^{\mathbb{N}}\), if \(X_i\) has measure \(x_i\) for each \(i \in \mathbb{N}\).

From a “discrete point of view”, we can imagine that each coordinate is replaced by some large number of elements \(M\) and a value of \(x_i\) is represented by any subset of size \(M x_i\). This can be carried out if all the vectors we work with are rational. In the following, we consider functions on subsets of this new ground set. We show a natural property, namely that a function derived from the multilinear extension of a submodular function is again submodular.

(An analogous property in the discrete case was proved in [27][23].)
LEMMA 3.6. Let $F : [0, 1]^N \to \mathbb{R}$ be a multilinear extension of a submodular function $f$. Define a function $F^*$ on $\mathcal{L}^N$, by $F^*(X) = F(x), \text{ where } x \in [0, 1]^N$ is the vector represented by $X$. Then $F^*$ is submodular:

$$F^*(X \cup Y) + F^*(X \cap Y) \leq F^*(X) + F^*(Y),$$

where the union and intersection is interpreted component-wise.

Proof. We have $F (x) = E [f (\tilde{x})]$ where $\tilde{x}_i$ is 1 independently with probability $x_i$. An equivalent way to generate $\tilde{x}$ is to choose any set $X \in \mathcal{L}^N$ representing $x$, generate uniformly and independently a number $r_i \in [0, 1]$ for each $i \in N$, and set $\tilde{x}_i = 1$ if $r_i \in X_i$. Since the measure of $X_i$ is $x_i$, $\tilde{x}_i = 1$ with probability exactly $x_i$.

Therefore,

$$F^*(X) = F(x) = E [f (\{i : r_i \in X_i\})].$$

Similarly,

$$F^*(Y) = E [f (\{i : r_i \in Y_i\})].$$

This also holds for $X \cup Y$ and $X \cap Y$: since $(X \cup Y)_i = X_i \cup Y_i$ and $(X \cap Y)_i = X_i \cap Y_i$, we get

$$F^*(X \cup Y) = E [f (\{i : r_i \in X_i \cup Y_i\})]$$

and

$$F^*(X \cap Y) = E [f (\{i : r_i \in X_i \cap Y_i\})].$$

Hence, by the submodularity of $f$,

$$F^*(X \cup Y) + F^*(X \cap Y) = \mathbb{E} [f (\{i : r_i \in X_i \cup Y_i\}) + f (\{i : r_i \in X_i \cap Y_i\})] \leq \mathbb{E} [f (\{i : r_i \in X_i\}) + f (\{i : r_i \in Y_i\})] = F^*(X) + F^*(Y).$$

□

From here, we obtain our main lemma - the average of the two fractional local optima is at least $\frac{1}{2}OPT$.

LEMMA 3.7. Let $OPT = \max \{F(x) : x \in P\}$. Let $x$ be a local optimum in $P$, and $y$ a local optimum in $Q = \{y \in P : y \leq 1 - x\}$. Then $2F(x) + 2F(y) \geq OPT$.

Proof. Let $OPT = F(z)$ where $z \in P$. By Corollary 3.3, the local optimum $x \in P$ satisfies

$$2F(x) \geq F(x \vee z) + F(x \wedge z).$$

(1)

In the restricted polytope $Q = \{y \in P : y \leq 1 - x\}$, consider the point $z' = (z - x) \vee 0 \in Q$. Again by Corollary 3.3, the local optimum $y \in Q$ satisfies

$$2F(y) \geq F(y \vee z') + F(y \wedge z').$$

(2)

Now we use a representation of vectors by subsets as described in Def. 3.5. We choose $X, Y, Z, Z' \in \mathcal{L}^N$ to represent $x, y, z, z'$ as follows: for each $i \in N$, $X_i = [0, x_i], Y_i = [0, y_i]$ (note that $x_i + y_i \leq 1$), $Z_i = [0, z_i]$ and $Z'_i = [0, z'_i] = [0, z_i \vee x_i]$. Note that $(X \cap Y)_i = \emptyset$ for $i \in N$.

Defining $F^*$ as in Lemma 3.6, we have $F^*(X) = F(x), F^*(Y) = F(y), F^*(Z) = F(z) = OPT$ and $F^*(Z') = F(z')$. Using relations like $[0, x_i] \cup [0, z_i] = [0, \max \{x_i, z_i\})$, we get $F^*(X \cup Z) = F(x \vee z)$ and $F^*(Y \cap Z) = F(x \land z)$. Furthermore, we have $(Z \setminus X_i) \cap Y_i = [0, \max \{x_i, y_i - z_i\}] = [0, x_i \vee y_i - z_i]$. This is an interval of length $\max \{y_i, z'_i\} = (y \vee z')$, and hence $F^*(Z \setminus X \cup Y) = F((y \vee z'))$.

The property of the first local optimum [1] can be thus written as

$$2F(x) \geq F^*((X \cup Z) + F^*((X \cap Z)).$$

The property of the complementary local optimum [2] can be written as

$$2F(y) \geq F^*((Y \cup Z \cup Y \cap Z) \setminus X \cup Y).$$

(we discarded the nonnegative term $F(y \wedge z')$ which is not useful in the following). By Lemma 3.6, $F^*$ is submodular. Hence we get

$$F^*(X \cap Z) + F^*((Z \setminus X \cup Y) = F^*((X \cap Z) \cup (Z \setminus X \cup Y))$$

(we discarded the intersection term). Finally, using the fact that $X \cap Y = \emptyset$ and again the submodularity of $F^*$, we get

$$F^*(X \cap Z) + F^*((Z \setminus X) \cup Y) \geq F^*((X \cap Z) \cup (Z \setminus X) \cup Y)) = F^*(Z)$$

(we discarded the union term). To summarize,

$$2F(x) + 2F(y) \geq F^*(X \cap Z) + F^*(X \cup Z) + F^*((Z \setminus X) \cup Y) \geq F^*(Z) = OPT.$$

□

COROLLARY 3.8. For any down-monotone polytope $P \subseteq [0, 1]^N$ and multilinear extension of a submodular function $F : [0, 1]^N \to \mathbb{R}$, Algorithm 3.4 is a $\frac{1}{2}$-approximation to the problem $\max \{F(x) : x \in P\}$.

3.2 Restricted local-search 0.325-approximation

Next, we present a modified local-search algorithm which is a generalization of the algorithm for matroid polytopes from [37]. We remark that this algorithm is in fact simpler than the $\frac{1}{4}$-approximation from the previous section, in that it does not require a second-stage complementary local search.

ALGORITHM 3.9. Initialize $x := 0$ and fix a parameter $t \in [0, 1]$. As long as there is $y \in P \cap [0, t]^N$ such that $(y - x) \cdot \nabla F(x) > 0$ (which can be found by linear programming), move $x$ continuously in the direction $y - x$. Return $x$.

This algorithm also works for any down-monotone polytope $P$. With the choice of $t = \frac{3}{8} (3 - \sqrt{5})$, it achieves a $\frac{1}{4}(-1 + \sqrt{5}) \approx 0.325$-approximation (with respect to the optimal 0-1 solution; we are not sure currently whether the analysis extends to optimal fractional solutions). We omit the analysis in this extended abstract.

3.3 Simulated annealing 0.325-approximation

Finally, we present the algorithm with the best ratio, based on the ideas of simulated annealing and the recent work of [39]. This algorithm can be seen as an extension of the 0.325-approximation, where local search is applied to a restricted polytope $P \cap [0, t]^N$. Here, we vary the "temperature parameter" $t$ continuously from 0 to 1, while performing local search in the restricted polytope.

ALGORITHM 3.10. Initialize $x := 0$ and $t := 0$. As long as $t \leq 1$, repeat the following:

1. Run a local search inside $P \cap [0, t]^N$, until $(y - x) \cdot \nabla F(x) \leq 0$ for all $y \in P \cap [0, t]^N$.

2. Generate $\lambda$ uniformly at random in $[0, t]$, let $T_{\geq \lambda}(x) = \{i : x_i \geq \lambda\}$ and $Q = \{x \in P : \forall i \in T_{\geq \lambda}(x); z_i = 0\}$. Initialize $z := 0$ and run a local search inside $Q$, to find an auxiliary local optimum $z \in Q$. Remember the best auxiliary local optimum, maximizing $F(z)$.

3. Find $y \in P$ maximizing $y \cdot \nabla F(x)$, modify $x := x + \delta (y - x), t := t + \delta$, and go to step 1.

Eventually, return the better of $x$ and the best auxiliary local optimum $z$. 
Note that the point \( x \) evolves throughout the process, while the search for \( z \) starts separately in each iteration. In Step 3, we look for a point \( y \) in the full polytope \( P \) rather than the restricted polytope \( P \cap [0, t] N \). Since \( x \in [0, t]^N \) and \( y \in [0, 1]^N \), the modified point \( x + \frac{t}{x_0}(y - x) \) has coordinates \( x_i + \frac{t}{x_0}(y_i - x_i) \leq t + \delta \), and so it is contained in \( P \cap [0, t + \delta]^N \). Coming back to Step 1, we continue local search from this point. We defer the analysis to the full version of this paper.

4. CONTENTION RESOLUTION AND THE CORRELATION GAP

In this section we highlight a close connection between CR schemes and a concept known as correlation gap \( \Pi \), and discuss how to obtain an asymptotically optimal \((b, c)\)-balanced CR scheme for matroids.

**Definition 4.1.** For a set function \( f : 2^N \rightarrow \mathbb{R}_+ \), the correlation gap is defined as

\[
\kappa(f) = \inf_{x \in [0, 1]^N} \frac{\mathbb{E}[f(x)]}{f^+(x)},
\]

where \( f^+(x) = \max \{ \sum S \alpha_S f(S) : \sum S \alpha_S 1_S = x, \sum S \alpha_S = 1, \alpha_S \geq 0 \} \) is the maximum possible expectation of \( f \) over distributions of expectation \( x \), and \( x \) is the product distribution with expectation \( x \). Furthermore, for a class of functions \( \mathcal{C} \), the correlation gap \( \kappa(\mathcal{C}) \) is the infimum of correlation gaps over all functions in \( \mathcal{C} \).

In other words, the correlation gap is the worst-case ratio between the multilinear extension \( F(x) = E[f(x)] \) and the concave closure \( f^+(x) \). We define the correlation gap as a number \( \kappa \in [0, 1] \), to be in line with the parameter \( c \) in our notion of a \((b, c)\)-balanced CR scheme (the higher the better). The definition in \( \Pi \) uses the inverse ratio.

**Relation between CR schemes and the correlation gap:** The relationship between CR schemes and correlation gap arises as follows. Let \( \mathcal{I} \subseteq 2^N \) denote the set of feasible solutions. Consider a product distribution on \( 2^N \) with expectation \( \pi \in P_2 \), in other words a random set \( R \) which contains elements independently with probabilities \( p \). Let \( \mathcal{P} \) be the family of all deterministic CR schemes \( \pi \), i.e. ways to choose a subset \( \pi(R) \subseteq R \) such that \( \pi(R) \in \mathcal{I} \). (Although the scheme is deterministic, there is randomness here due to \( R \).) Any randomized CR scheme can be written as a convex combination of such deterministic schemes; let us denote the coefficients by \( \lambda_x \). Define \( q_{x, \pi} = \mathbb{P}_{\pi}[i \in \pi(R)] \), the probability that element \( i \) is chosen in the scheme \( \pi \). Hence, when executing a randomized CR scheme with coefficients \( \lambda \), first with probability \( \lambda_x \) a deterministic CR scheme \( \pi \) is chosen, and then \( \pi(R) \) is returned. The goal of our randomized scheme is to achieve the property that every element \( i \) appears in \( \pi(R) \) with overall probability at least \( c \). Let us write down a linear program describing the optimal randomized CR scheme, and its dual.

\[
\begin{align*}
\text{(LP1)} & \quad \max_{c, \lambda} c \\
\text{s.t.} & \quad \sum_{i \in I} q_{x, \pi} \lambda_x \geq p_i c \quad \forall i \in N \\
& \quad \sum_{i \in I} \lambda_x = 1 \quad \forall \pi \in \Pi \\
& \quad \lambda_x \geq 0 \quad \forall \pi \in \Pi \\
\text{(DP1)} & \quad \min_{\mu} \mu \\
\text{s.t.} & \quad \sum_{i \in I} \alpha_S \pi_i \mu \leq \mu \quad \forall \pi \in \Pi \\
& \quad \sum_{i \in I} \pi_i \mu = 1 \quad \forall \pi \in \Pi \\
& \quad \mu \geq 0 \quad \forall \pi \in \Pi
\end{align*}
\]

We can interpret the dual as follows. Given an assignment to the variables \( y \), the value of the dual is \( \max_{x \in I} \sum \alpha_S y_{i, \pi} = \max_{x \in I} \sum \pi_i \pi[R \in \pi \in \pi(S)] \). Since \( \pi \) can choose an arbitrary feasible subset for each \( R \), the optimal \( \pi \) is given by choosing for each \( R \) the maximum-weight subset \( \pi(R) \) under the weights \( y_i \), and the dual value is \( \mathbb{E}_R[\max_{\pi \in \pi} \sum \alpha_S \pi_i \pi(R)] \). In other words, this is the expected value one can extract from a random set \( R \) with marginals \( p_i \), when the weights are normalized by \( \sum_i p_i y_i = 1 \). Minimizing over the choices of weights \( y_i \), we obtain what we call the correlation gap of the solution set \( \mathcal{I} \).

**Definition 4.2.** For \( \mathcal{I} \subseteq 2^N \), we define the correlation gap as

\[
\kappa(\mathcal{I}) = \inf_{p \in P_2, y \geq 0} \frac{\frac{1}{\sum_i p_i y_i} \mathbb{E}_{\pi \in \mathcal{I}}[\max \sum \alpha_S \pi_i \pi(S)]}{\mathbb{E}_R[\max \sum \alpha_S \pi_i \pi(R)]},
\]

where \( R \) contains element \( i \) independently with probability \( p_i \).

**Theorem 4.3.** The correlation gap of \( \mathcal{I} \) is equal to the maximum \( c \) such that \( \mathcal{I} \) admits a \((b, c)\)-balanced CR scheme.

**Proof.** As discussed above, the correlation gap of \( \mathcal{I} \) is equal to the optimum value of the dual LP. By LP duality, this is equal to the optimum of the primal LP, which is the best value of \( c \) for which there is a \((b, c)\)-balanced CR scheme.

The following lemma shows a close connection between the correlation gap of a solution set \( \mathcal{I} \) and the correlation gap of the respective rank function. More precisely, the correlation gap of \( \mathcal{I} \) corresponds to the worst (i.e. smallest) correlation gap of the respective rank function over all weight vectors.

**Lemma 4.4.** For \( \mathcal{I} \subseteq 2^N \) and weight vector \( y \geq 0 \), let \( \mathbb{E}_R[\pi(S)] = \max_{\pi \in \pi} \sum \alpha_S \pi_i \pi(S) \) denote the associated weighted rank function. Then \( \kappa(\mathcal{I}) = \inf_{p \in P_2, y \geq 0} \frac{\mathbb{E}_{\pi \in \mathcal{I}}[\max \sum \alpha_S \pi_i \pi(S)]}{\mathbb{E}_{\pi \in \mathcal{I}}[\max \sum \alpha_S \pi_i \pi(S)]} \).

**Proof.** Using the notation \( \mathbb{E}_R[\pi(S)] \) for the weighted rank functions with weights \( y \), the correlation gap of \( \mathcal{I} \) can be rewritten as \( \kappa(\mathcal{I}) = \inf_{p \in P_2, y \geq 0} \frac{\mathbb{E}_{\pi \in \mathcal{I}}[\max \sum \alpha_S \pi_i \pi(S)]}{\mathbb{E}_{\pi \in \mathcal{I}}[\max \sum \alpha_S \pi_i \pi(S)]} \), where \( R \) contains elements independently with probabilities \( p_i \). We first observe that for any \( p \in P_2 \), we have \( \mathbb{E}_R[\pi(S)] = \sum p_i y_i. \) Consider a convex combination \( p = \sum p_i y_i. \) Since the weighted rank function of a feasible set \( S \subseteq \mathcal{I} \) is simply its weight we obtain

\[
r_y(p) = \sum_{\pi \in \mathcal{I}} \alpha_S \pi_i \pi(S) = \sum_{\pi \in \mathcal{I}} \alpha_S \pi_i \pi(S) = \sum_{i \in I} p_i y_i,
\]

and hence \( \kappa(\mathcal{I}) = \inf_{p \in P_2, y \geq 0} \frac{\mathbb{E}_R[\pi(S)]}{\mathbb{E}_R[\pi(S)]} = \inf_{p \in P_2, y \geq 0} \frac{\mathbb{E}_R[\pi(S)]}{\mathbb{E}_R[\pi(S)]}. \)

To prove the claim it remains to show that

\[
\inf_{p \in P_2, y \geq 0} \frac{\mathbb{E}_R[\pi(S)]}{\mathbb{E}_R[\pi(S)]} = \inf_{p \in [0, 1]^N, y \geq 0} \frac{\mathbb{E}_R[\pi(S)]}{\mathbb{E}_R[\pi(S)]}.
\]

Let \( y \geq 0 \). We will prove \( \alpha_S \) by showing that for any point \( p \in [0, 1]^N \) there is a point \( p^* \in P_2 \) with \( p^* \leq (coordinate-wise) \), and satisfying \( r_y(p^*) \geq r_y(p) \). Since \( r_y(p) \) is monotone, we then obtain \( \mathbb{E}_R[\pi(S)] / r_y(p) \geq \mathbb{E}_R[\pi(S)] / r_y(p^*) \), showing that the infimum over \( p \) on the right-hand side of \( \alpha_S \) can indeed be restricted to the polytope \( P_2 \). Let \( p = \sum_{S \subseteq \mathcal{I}} \alpha_S 1_{S} \). Then \( \sum_{S \subseteq \mathcal{I}} \alpha_S \pi_i \pi(S) \) clearly satisfies \( p^* \leq p \), and furthermore

\[
r_y(p^*) \geq \sum_{S \subseteq \mathcal{I}} \left( \sum_{i \in S} \alpha_S \right) r_y(p) = \sum_{i \in S} \alpha_S r_y(p).
\]
Monotonicity, efficiency and strictness: In the discussion above, we have ignored two issues: the monotonicity of our CR scheme, and the question whether we can find it efficiently. These issues can be also related to the concept of correlation gap, using LP duality.

If we want to obtain a monotone CR scheme, we can simply define $\Pi$ to be the family of all deterministic monotone CR schemes. (It is not true that all monotone randomized CR schemes can be obtained as convex combinations of deterministic ones, but certainly this construction yields monotone randomized CR schemes.) LP duality implies that if there is a family of monotone CR schemes $\Pi' \subseteq \Pi$ that certifies that (DP1) is lower-bounded by $c$, i.e. for any weight vector $y \geq 0$ with $\sum_{i \in N} p_i y_i = 1$ we have $\max_{\pi \in \Pi'} \sum_{i \in N} q_i \pi y_i \geq c$, then there exists a monotone $c$-balanced CR scheme which is a convex combination of schemes in $\Pi'$. Rephrased in the context of correlation gaps, $\Pi'$ is a family certifying that the correlation gap of $\mathcal{I}$ is lower-bounded by $c$, since $\kappa(\mathcal{I}) \geq \inf_{\pi \in \Pi'} \sum_{i \in N} \max_{y \in \mathcal{I}} E[y(\pi(R))] \geq c$ where the first inequality follows from $r_y(R) \geq E[y(\pi(R))]$ for all $\pi \in \Pi$.

Similarly, the question of efficiency translates into the dual as follows. If for each weight vector $y$ we have an efficient procedure to compute an efficient CR scheme $\pi : 2^N \rightarrow \mathcal{I}$ with $\sum_{i \in N} q_i \pi y_i \geq c$, then we can use this procedure to approximately separate over the dual. This allows us to find efficiently a polynomial-sized collection of constraints that certify that the dual optimum is at least $c$. Hence, by solving (LP1) only over the variables corresponding to those constraints, a $c$-balanced CR scheme can be obtained efficiently. Notice that the thus obtained CR scheme is efficient, since it is a mixture of a polynomial number of efficient schemes. Without further details, we formulate these extensions in the following theorem.

**Theorem 4.5.** There is an efficient $c$-balanced CR scheme for $\mathcal{I}$ iff there is an efficient algorithm which for any weight vector $y \geq 0$, and a set $R$ containing elements independently with probabilities $p \in P(\mathcal{I})$, returns a feasible subset $\pi(R) \subseteq R$ such that $E_R \left[ \sum_{i \in \pi(R)} y_i \right] \geq c \sum_{i \in R} y_i p_i$. In addition, if the algorithm can be chosen so that $\pi(R)$ is a monotone function of $R$ (i.e., if $i \in R_1 \subseteq R_2$, and $i \in \pi(R_2)$, then $i \in \pi(R_1)$), then there is an efficient monotone $c$-balanced CR scheme for $\mathcal{I}$.

Finally, we comment on the issue of strictness (i.e. obtaining an exact conditional probability $Pr[i \in I \mid i \in R] = c$), which is needed in the case of non-monotone submodular functions. If we have a contention resolution scheme guaranteeing a lower bound $Pr[i \in I \mid i \in R] \geq c$, then we can simulate this scheme for a given distribution of $R$ and estimate the actual probability for each element, $c' = Pr[i \in I \mid i \in R] \geq c$, within a polynomially small error (assuming that $c$ is a constant). Then we can modify the contention resolution scheme by removing element $i$ with probability $1 - c/c'$. The resulting scheme is arbitrarily close to being strict, and the approximation factor will not be affected significantly. We omit the details.

The above framework easily extends to $(b,c)$-balanced CR schemes by restricting $p$ to be in the scaled-down polytope $b \cdot P_2$. In the following, we discuss how for any fixed $b > 0$ an asymptotically optimal $(b, \frac{1-c}{b})$-balanced and monotone CR schemes for matroids can be obtained using the above approach.

### 4.1 Contention resolution for matroids

Let $\mathcal{M} = (N, \mathcal{I})$ be a matroid, $b \in (0,1]$, and let $x \in P_2$ be the given point for which we want to find a $(b,c)$-balanced CR scheme for $c$ as large as possible. We denote by $p = b \cdot x$ the scaled-down point, which puts us notation-wise in the same setting as discussed above. Let $R(b)$ be the random set including each element $i \in N$ independently with probability $p_i = b x_i$. Consider the separation problem for (DP1), which takes a given weight vector $y \geq 0$ with $\sum_i p_i y_i = 1$ and some $\mu$, whether $\max_{\pi \in \Pi} \sum_{i \in N} q_i \pi y_i \leq \mu$. As discussed above, the maximum is achieved for any CR scheme $\pi$ that returns for any set $R(b)$ a maximum weight subset with respect to $y$. However, in the case of matroids, such a CR scheme $\pi$ corresponds exactly to the greedy algorithm $\pi_y$ for finding a maximum weight independent set with respect to the weights $y$. Hence, to separate over the dual, it suffices to compute $q_i \pi_y$ for $i \in N$ and check whether $\sum_{i \in N} q_i \pi_y y_i \leq \mu$. Using sample average approximations we can, for any $\epsilon > 0$, check with high probability whether $\sum_{i \in N} q_i \pi_y y_i \leq \mu + \epsilon$ in time polynomial in the input and $1/\epsilon$. Using this approximate separation oracle for the dual we get the following result due to the ellipsoid method, where we get rid of the “with high probability” statement by absorbing the small probability of an unsuccessful estimate in the $\epsilon$ of the claimed $(b,c-\epsilon)$-balanced CR scheme.

**Theorem 4.6.** For any $\epsilon > 0$ and any matroid $\mathcal{M}$ that admits a $(b,c)$-balanced CR scheme, we can obtain a $(b,c-\epsilon)$-balanced and monotone CR scheme for $\mathcal{M}$ running in time polynomial in the input and $1/\epsilon$.

A consequence of the fact that it is sufficient to consider greedy algorithms for dual separation, is that all constraints in the dual, that do not correspond to greedy algorithms, are redundant. Hence, for the case of matroids, convex combinations of greedy algorithms lead to the strongest CR schemes. Since all greedy CR schemes $\pi_y$ are monotone, this implies that only considering monotone CR schemes is not restrictive in the case of matroids.

To convert Theorem 4.5 into a concrete statement about the value $c$, it suffices to prove the existence of a good $(b,c)$-balanced CR scheme. The existence of a $(1-1/e)$-balanced CR scheme for matroids follows by the fact that the correlation gap of monotone submodular functions is $1-1/e$ [5]: by Lemma 4.4 this implies that the correlation gap of the independent sets of any matroid is bounded by $1-1/e$, and the result follows by applying Theorem 4.3. The result about the correlation gap of monotone submodular functions can be refined to obtain the following statement about the existence of $(b,c)$-balanced CR schemes for matroids.

**Theorem 4.7.** For any matroid $\mathcal{M}$ on $n$ elements, $b \in (0,1]$, and $x \in P_2$, there exists a $(b, \frac{1-e^{-\epsilon} + \frac{\epsilon}{6n(1-\epsilon)}}{b})$-balanced CR scheme.

By combining Theorems 4.6 and 4.7 and choosing $\epsilon = O(\frac{1}{b \ln \ln(n)})$, we obtain our main result for CR schemes in the context of matroids.

**Corollary 4.8.** For any matroid $\mathcal{M}$, $b \in (0,1]$, and $x \in P_2$, we can efficiently construct an efficient $(b, \frac{1-c}{b})$-balanced and monotone CR scheme.

As shown by the following theorem, the CR schemes that can be obtained according to Corollary 4.8 are, up to an additive $\epsilon$, asymptotically optimal.

**Theorem 4.9.** For any $b \in (0,1]$ and $\epsilon > 0$, there is no $(b, \frac{1-c}{b} + \epsilon)$-balanced CR scheme for uniform matroids of rank one.

---

1 Exact computation of the $q_i \pi_y$ can be shown to be $\#P$-hard even for graphic matroids by a reduction from the s-t reliability problem.
4.2 Contention resolution for knapsacks

Here we sketch a contention resolution scheme for knapsack constraints. This essentially follows from known techniques; we remark that Kalik, Shachnai and Tamir [22] showed how to round a fractional solution to the problem $\max \{ F(x) : x \in P \}$ for any constant number of knapsack constraints and any non-negative submodular function, while losing a $(1 - \varepsilon)$ factor for an arbitrarily small $\varepsilon > 0$. Our goal is to show that these techniques can be implemented in a black-box fashion and integrated in our framework.

We prove the following lemma.

**Lemma 4.10.** For any $\delta, \varepsilon > 0$ and a knapsack constraint $F = \{S: \sum_{a \in S} a_i \leq b_i\}$ such that $a_i \leq \delta$ for all $i$, there is a monotone $(1 - \varepsilon, 1 - e^{-O(\varepsilon^2/\delta)})$-balanced contention resolution scheme.

This contention resolution scheme is directly applicable only if the item sizes are relatively small compared to the knapsack capacity. However, standard enumeration tricks allow us to apply this scheme to general instances as well. This can be done for any constant number of knapsack constraints. We formulate this as follows.

**Corollary 4.11.** For any constant $k \geq 1$ and $\varepsilon > 0$, there is a constant $\varepsilon_0$ (that depends on $k, \varepsilon$) such that for any submodular maximization instance involving $k$ knapsack constraints (and possibly other constraints), there is a set $F$ of at most $\varepsilon_0$ elements and a residual instance on the remaining elements such that

- Any $\alpha$-approximate solution to the residual instance together with $F$ is an $\alpha(1 - k\varepsilon)$-approximate solution to the original instance.
- In the residual instance, each knapsack constraint admits a $(1 - \varepsilon, 1 - \varepsilon)$-balanced CR scheme.

An advantage of this black box approach is that knapsack constraints can be combined arbitrarily with other types of constraints. They do not affect the approximation ratio significantly. However, the enumeration stage affects the running time by an $O(n^\varepsilon)$ factor.

4.3 Sparse packing systems

We now consider packing constraints of the type $Ax \leq b$, where $x \in \{0, 1\}^N$ is the indicator vector of a solution. We can assume without loss of generality that the right-hand side is $b = 1$. We say that the system is $k$-sparse, if each column of $A$ has at most $k$ nonzero entries (i.e., each element participates in at most $k$ linear constraints). The approximation algorithms in [22] can be seen to give a contention resolution scheme for $k$-sparse packing systems.

**CR scheme for $k$-sparse packing systems:**

- We say that element $j$ participates in constraint $i$, if $a_{ij} > 0$.
- We call an element $j$ big for this constraint, if $a_{ij} > 1/2$.
- Otherwise, we call element $j$ small for this constraint.
- For each constraint $i$: if there is exactly one big element in $R$ that participates in $i$, mark all the small elements in $R$ for this constraint for deletion; otherwise check whether $\sum_{j \in R} a_{ij} > 1$ and if so, mark all elements participating in $i$ for deletion.
- Define $I$ to be $R$ minus the elements marked for deletion.

Based on the analysis in [3], we obtain the following.

**Lemma 4.12.** For any $b \in (0, \frac{1}{m})$, the above is a monotone $(b, 1 - 2kb)$-balanced CR scheme for $k$-sparse packing systems.

Recall the notion of width of a packing system: $W = m \max_{i,j} 1/\max_{i,j} a_{ij}$, where $a_{ij}$ are the entries of the packing matrix (recall that we normalize the right-hand side to be $b = 1$). Assuming that $W \geq 2$, one can use a simpler CR scheme and improve the parameters.

CR scheme for $k$-sparse packing systems of width $W$:

- Sample $R$ with probabilities $b_{ij}$.
- For each constraint $i$ for which $\sum_{j \in R} a_{ij} > 1$, mark all elements participating in $i$ for deletion.
- Define $I$ to be $R$ minus the elements marked for deletion.

**Lemma 4.13.** For any $b \in (0, \frac{1}{m})$, the above is a monotone $(b, 1 - k(2ebW^{-1})$)-balanced CR scheme for any $k$-sparse system of packing constraints of width $W \geq 2$.

4.4 UFP in paths and trees

We consider the following routing/packing problem. Let $T = (V, E)$ be a capacitated tree with $u_e$ denoting the capacity of edge $e \in E$. We are given $k$ node pairs $s_1t_1, \ldots, s_kt_k$ with $i$ having a non-negative demand $d_i$; we assume $d_{\text{max}} = \max_i d_i \leq u_{\text{min}} = \min_e u_e$ (the no-bottleneck assumption). Let $N = \{1, \ldots, k\}$. We say that $S \subseteq N$ is routable if for each $i \in S$ a demand $d_i$ is routed along the unique path from $s_i$ to $t_i$, and the total flow on any edge $e$ is at most $u_e$. Previously an $O(1)$-approximation has been given for the problem of finding a maximum weight subset of routable demands [12]; the problem is APX-hard even for unit-demands and unit-weights. Let $Z \subseteq N$ such that $S \subseteq N$ is routable. Here we consider $\max_{S \subseteq Z} f(S)$ for a non-negative submodular function $f$. A natural (packing) LP relaxation for $P_T$ has a variable $x_i \in [0, 1]$ for each pair $i$ and a constraint $\sum_{i \in S} d_i x_i \leq u_e$ for each edge $e$ where $Q_i$ is the unique $s_i-t_i$ path in $T$.

**CR scheme for unit-demand:**

- Root $T$ arbitrarily. Let depth of pair $s_i t_i$ be the depth of the least common ancestor of $s_i$ and $t_i$ in $T$.
- Sample $R$ with probabilities $b_{ij}$. Let $I = \emptyset$.
- Consider pairs in $R$ in increasing order of depth.
- Add $i$ to $I$ if $I \cup \{i\}$ is routable, otherwise reject $i$.
- Output $I$.

The techniques in [12] give the following lemma.

**Lemma 4.14.** There is an absolute constant $\rho$ such that for any $b \in (0, 1)$ the above is a $(b, 1 - \rho b)$-balanced CR scheme.

**CR scheme for general demands:** A CR scheme for general demands can be obtained as follows. The linear program $P_T$ is a packing LP of the form $Ax \leq b, x \in [0, 1]$ where $A$ is column-restricted (all the non-zero values in a column have the same value). For such column-restricted packing integer programs (CPIPs), when demands satisfy the no-bottleneck assumption, one can use grouping and scaling techniques first suggested by Kolliopoulos and Stein [21] (see also [12]) to show that the integrality gap for a CPIP $A$ is at most a fixed constant factor worse than that of the underlying 0-1 matrix $A'$ (obtained from $A$ by placing a 1 in each non-zero entry). Note that in the context of the UFP problem, the matrix $A$ corresponds to the problem with arbitrary demands while the matrix $A'$ corresponds to the one with unit-demands. One can use the same grouping and scaling techniques to show that a $(b, 1 - b')$ CR scheme for $A'$ can be used to obtain a $(b, 1 - \rho b')$ CR scheme for $A$ where $\rho$ is an absolute constant. Using this general conversion theorem and Lemma 4.14 one can obtain a $(b, 1 - O(b))$-balanced CR scheme for UFP in trees for any $b > 0$.

Without the no-bottleneck assumption the linear program has an $\Omega(n)$ integrality gap even for UFP on paths [7]. One can still apply the grouping and scaling techniques without the no-bottleneck assumption under a mild restriction; we refer the reader to [11].
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