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Abstract. Motivated by applications such as document and image classification in information retrieval, we consider the problem of clustering dynamic point sets in a metric space. We propose a model called incremental clustering which is based on a careful analysis of the requirements of the information retrieval application, and which should also be useful in other applications. The goal is to efficiently maintain clusters of small diameter as new points are inserted. We analyze several natural greedy algorithms and demonstrate that they perform poorly. We propose new deterministic and randomized incremental clustering algorithms which have a provably good performance, and which we believe should also perform well in practice. We complement our positive results with lower bounds on the performance of incremental algorithms. Finally, we consider the dual clustering problem where the clusters are of fixed diameter, and the goal is to minimize the number of clusters.
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1. Introduction. We consider the following problem: as a sequence of points from a metric space is presented, efficiently maintain a clustering of the points so as to minimize the maximum cluster diameter. Such problems arise in a variety of applications, in particular in document and image classification for information retrieval. We propose a model called incremental clustering based primarily on the requirements for the information retrieval application, although our model should also be relevant to other applications. We begin by analyzing several natural greedy algorithms and discover that they perform rather poorly in this setting. We then identify some new deterministic and randomized algorithms with provably good performance. We complement our positive results with lower bounds on the performance of incremental algorithms. We also consider the dual clustering problem where the clusters are of fixed diameter, and the goal is to minimize the number of clusters. Before describing our results in any greater detail, we motivate and formalize our new model.
Clustering is used for data analysis and classification in a wide variety of applications [1, 20, 29, 35, 44]. It has proved to be a particularly important tool in information retrieval for constructing a taxonomy of a corpus of documents by forming groups of closely related documents [21, 24, 44, 45, 47, 48]. For this purpose, a distance metric is imposed over documents, enabling us to view them as points in a metric space. The central role of clustering in this application is captured by the so-called cluster hypothesis: documents relevant to a query tend to be more similar to each other than to irrelevant documents and hence are likely to be clustered together. Typically, clustering is used to accelerate query processing by considering only a small number of representatives of the clusters, rather than the entire corpus. In addition, it is used for classification [19] and has been suggested as a method for facilitating browsing [16, 17].

The current information explosion, fueled by the availability of hypermedia and the World Wide Web, has led to the generation of an ever-increasing volume of data, posing a growing challenge for information retrieval systems to efficiently store and retrieve this information [50]. A major issue that document databases are now facing is the extremely high rate of update. Several practitioners have complained that existing clustering algorithms are not suitable for maintaining clusters in such a dynamic environment, and they have been struggling with the problem of updating clusters without frequently performing complete reclustering [7, 8, 9, 15, 45]. From a theoretical perspective, many different formulations are possible for this dynamic clustering problem, and it is not clear a priori which of these best addresses the concerns of the practitioners. After a careful study of the requirements, we propose the model described below.

Hierarchical agglomerative clustering. The clustering strategy employed almost universally in information retrieval is hierarchical agglomerative clustering (HAC); see [20, 44, 45, 47, 48, 49]. This is also popular in other applications such as biology, medicine, image processing, and geographical information systems. The basic idea is this: initially assign the \( n \) input points to \( n \) distinct clusters; repeatedly merge pairs of clusters until their number is sufficiently small. Many instantiations have been proposed and implemented, differing mainly in the rule for deciding which clusters to merge at each step. Note that HAC computes hierarchy trees of clusters (also called dendograms) whose leaves are individual points and whose internal nodes correspond to clusters formed by merging clusters at their children. A key advantage of these trees is that they permit refinement of responses to queries by moving down the hierarchy. Typically, the internal nodes are labeled with indexing information (sometimes called conceptual information) used for processing queries and in associating semantics with clusters (e.g., for browsing). Experience shows that HAC performs extremely well both in terms of efficiency and cluster quality. In the dynamic setting, it is desirable to retain the hierarchical structure while ensuring efficient update and high-quality clustering. An important goal is to avoid any major modifications in the clustering while processing updates, since any extensive recomputation of the index information will swamp the cost of clustering itself. The input size in typical applications is such that superquadratic time is impractical, and in fact it is desirable to obtain close to linear time.

A model for incremental clustering. Various measures of distance between documents have been proposed in the literature, but we will not concern ourselves with the details thereof; for our purposes, it suffices to note that these distance measures induce a metric space. Since documents are usually represented as high-dimensional vectors, we cannot make any stronger assumption than that of an arbitrary metric
space, although, as we will see, our results improve significantly in geometric spaces.

Formally, the clustering problem is as follows: given \( n \) points in a metric space \( M \), partition the points into \( k \) clusters so as to minimize the maximum cluster diameter. The diameter of a cluster is defined to be the maximum interpoint distance in it. Sometimes the objective function is chosen to be the maximum cluster radius. In Euclidean spaces, radius denotes the radius of the minimum ball enclosing all points in the cluster. To extend the notion of radius to arbitrary metric spaces, we first select a center point in each cluster, whereupon the radius is defined as the maximum distance from the center to any point in the cluster. We will assume the diameter measure as the default. We mention that there are several other measures of cluster quality that have been considered in the literature (e.g., sum of squares of distances to cluster centers, etc.). In this paper, we shall consider only the radius and diameter measures.

We define the incremental clustering problem as follows: for an update sequence of \( n \) points in \( M \), maintain a collection of \( k \) clusters such that as each input point is presented, either it is assigned to one of the current \( k \) clusters or it starts off a new cluster while two existing clusters are merged into one. We define the performance ratio of an incremental clustering algorithm as the maximum over all update sequences of the ratio of its maximum cluster diameter (or radius) to that of the optimal clustering for the input points.

Our model enforces the requirement that at all times an incremental algorithm should maintain a HAC for the points presented up to that time. As before, an algorithm is free to use any rule for choosing the two clusters to merge at each step. This model preserves all the desirable properties of HAC while providing a clean extension to the dynamic case. In addition, it has been observed that such incremental algorithms exhibit good paging performance when the clusters themselves are stored in secondary storage, while cluster representatives are preserved in main memory.

We have avoided labeling this model as the online clustering problem or referring to the performance ratio as a competitive ratio for the following reasons. Recall that in an online setting, we would compare the performance of an algorithm to that of an adversary which knows the update sequence in advance but must process the points in the order of arrival. Our model has a stronger requirement for incremental algorithms, in that they are compared to adversaries which do not need to respect the input ordering, i.e., we compare our algorithms to optimal clusterings of the final point set, and no intermediate clusterings need be maintained. Also, online algorithms are permitted superpolynomial running times. In contrast, our model essentially requires polynomial-time approximation algorithms which are constrained to incrementally maintain a HAC. It may be interesting to explore the several different formulations of online clustering; for example, when the newly inserted point starts off a new cluster, we could allow the points of one old cluster to be redistributed among the remaining, rather than requiring that two clusters be merged together. The problem with such formulations is that they do not lead to HACs; moreover, they entail the recomputation of the index structures for all clusters, which renders the algorithms useless from the point of view of real applications. We note that since the incremental clustering model is more restrictive than the online model, our algorithms can also be viewed as online clustering algorithms; the competitive ratios are the same as the performance ratios that we prove here.

Previous work in static clustering. The closely related problems of clustering to minimize diameter and radius are also called pairwise clustering and the \( k \)-center problem, respectively [4, 30]. Both are NP-hard [25, 38], and in fact hard to approximate to within a factor of 2 for arbitrary metric spaces [4, 30]. For Euclidean spaces, clus-
tering on the line is easy [6], but in higher dimensions it is NP-hard to approximate to within factors close to 2, regardless of the metric used [22, 23, 27, 39, 40]. The furthest point heuristic due to Gonzalez [27] (see also Hochbaum and Shmoys [32, 33]) gives a 2-approximation in all metric spaces. This algorithm requires $O(kn)$ distance computations, and when the metric space is induced by shortest-path distances in weighted graphs, the running time is $O(n^2)$. Feder and Greene [22] gave an implementation for Euclidean spaces with running time $O(n \log k)$.

Clustering problems have been extensively studied in different communities from a variety of different perspectives. The optimization viewpoint of clustering formulates the problem as that of finding a solution that optimizes a certain objective function that measures cluster quality. In addition to the minimum diameter and radius measures described above, several other objective functions have also been considered in the literature. A lot of recent work has focused on the $k$-median objective [11, 36, 2]. Here the goal is to assign points to $k$ centers such that the sum of distances of points to their centers is minimized. Other objectives that have been studied include the objective of minimizing the sum of all distances within each cluster [3, 18] and that of minimizing the sum of cluster diameters [14]. In addition to this, outlier formulations of clustering problems have also been studied [12]. Here the algorithm is allowed to discard a fraction of the input as outliers and is required to obtain a clustering solution that minimizes a given objective function on the remaining input points.

Overview of results. Our results for incremental clustering show that it is possible to obtain algorithms that are comparable to the best possible in the static setting, both in terms of efficiency and performance ratio. We begin in section 2 by considering natural greedy algorithms that choose clusters to merge based on some measure of the resulting cluster. We establish that greedy algorithms behave poorly by proving that a center-greedy algorithm has a tight performance ratio of $2k - 1$, and a diameter-greedy algorithm has a lower bound of $\Omega(\log k)$. It seems likely that greedy algorithms behave better in geometric spaces, and we discover some evidence in the case of the line. We show that diameter-greedy has performance ratio 2 for $k = 2$ on the line. This analysis suggests a variant of diameter-greedy, and this is shown to achieve ratio 3 for all $k$ on the line. In section 3 we present the doubling algorithm and show that its performance ratio is 8, and that a randomized version has ratio 5.43. While the obvious implementation of these algorithms is expensive, we show that they can be implemented so as to achieve amortized time $O(k \log k)$ per update. These results for the doubling algorithm carry over to the radius measure. We also give a variant of this algorithm that is oblivious to the number of clusters $k$. We maintain a hierarchy from which, for any given $k$, at most $k$ clusters can be obtained such that the diameter of the clusters is at most a factor of 8 times the optimal diameters for that value of $k$. Then, in section 4, we present the clique algorithm and show that it has performance ratio 6, and that a randomized version has ratio 4.33. While the clique algorithm may appear to dominate the doubling algorithm, this is not the case since the former requires computing clique partitions, an NP-hard problem, although it must be said in its defense that the clique partitions need only be computed in graphs with $k + 1$ vertices. While the performance ratio of the clique algorithm is 8 for the radius measure, improved bounds are possible for $d$-dimensional Euclidean spaces; specifically, we show that the radius performance ratio of the clique algorithm in $\mathbb{R}^d$ improves to $4(1 + \sqrt{d}/(2d + 2))$, which is 6 for $d = 1$, and is asymptotic to 6.83 for large $d$. In section 5, we provide lower bounds for incremental clustering algorithms. We show that even for $k = 2$ and on the line, no deterministic or randomized algorithm can achieve a ratio better than 2.
Table 1.1
Summary of results: An asterisk indicates randomization. All algorithms have lower bounds on their performance ratios that match the upper bounds we establish.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Algorithm</th>
<th>Upper bound</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter</td>
<td>Center-greedy</td>
<td>2k − 1</td>
<td>1 + √2</td>
</tr>
<tr>
<td></td>
<td>Diameter-greedy</td>
<td></td>
<td>Ω(log k)</td>
</tr>
<tr>
<td></td>
<td>Doubling</td>
<td>8</td>
<td>(2 − ϵ)^*</td>
</tr>
<tr>
<td></td>
<td>Clique partition</td>
<td>6</td>
<td>(2 − ϵ)^*</td>
</tr>
<tr>
<td></td>
<td>Doubling</td>
<td>5.437^*</td>
<td>(3 − ϵ)^*</td>
</tr>
<tr>
<td></td>
<td>Clique partition</td>
<td>4.33^*</td>
<td>(3 − ϵ)^*</td>
</tr>
<tr>
<td>Radius</td>
<td>Doubling</td>
<td>8</td>
<td>(3 − ϵ)^*</td>
</tr>
<tr>
<td></td>
<td>Clique partition</td>
<td>8</td>
<td>(3 − ϵ)^*</td>
</tr>
<tr>
<td></td>
<td>Doubling</td>
<td>5.437^*</td>
<td>(3 − ϵ)^*</td>
</tr>
<tr>
<td></td>
<td>Clique partition</td>
<td>5.77^*</td>
<td>(3 − ϵ)^*</td>
</tr>
<tr>
<td>Dual clust.</td>
<td></td>
<td>Ω(\frac{\log d}{\log \log \log d}) in \mathbb{R}^d</td>
<td>O(2^d d \log d) in \mathbb{R}^d</td>
</tr>
</tbody>
</table>

We improve this lower bound to 2.414 for deterministic algorithms in general metric spaces. Finally, in section 6 we consider the dual clustering problem of minimizing the number of clusters of a fixed radius. Since it is impossible to achieve bounded ratios for general metric spaces, we focus on d-dimensional Euclidean spaces. We present an incremental algorithm that has performance ratio \(O(2^d d \log d)\), and also provide a lower bound of \(Ω(2^d d \log d)\). See Table 1.1 for a summary of our results.

Many interesting directions for future research are suggested by our work. There are the obvious questions of improving our upper and lower bounds, particularly for the dual clustering problem. An important theoretical question is whether the geometric setting permits better ratios than metric spaces do. Our model can be generalized in many different ways. Depending on the exact application, we may wish to consider other measures of clustering quality, such as minimum variance in cluster diameter, and the sum of squares of the interpoint distances within a cluster. Then there is the issue of handling deletions which, though not important for our motivating application of information retrieval, may be relevant in other applications. Finally, there is the question of formulating a model for adaptive clustering, wherein the clustering may be modified as a result of queries and user feedback, even without any updates.

Recently, there has been considerable attention devoted to the streaming data model which was formalized and extensively studied after the appearance of the conference version of this paper. The streaming model is motivated by the goal of designing highly efficient algorithms for very large data sets. In this model, an algorithm is required to perform its computation in one pass or a few passes over the data while using very little memory. Our algorithms can be viewed as streaming algorithms for clustering problems where the goal is to minimize the maximum diameter or radius of the clusters produced. Subsequent to this work, other clustering objectives have also been studied in the streaming model, most notably the k-median objective [28, 13] and the sum of cluster diameters objective [14].

2. Greedy algorithms. We begin by examining some natural greedy algorithms. A greedy incremental clustering algorithm always merges clusters to minimize...
some fixed measure. Our results indicate that such algorithms perform poorly.

**Definition 2.1.** The center-greedy algorithm associates a center for each cluster and merges the two clusters whose centers are closest. The center of the old cluster with the larger radius becomes the new center.

It is possible to define variants of center-greedy based on how the centers of the clusters are picked, but we restrict ourselves to the above definition for reasons of simplicity and intuitiveness.

**Definition 2.2.** The diameter-greedy algorithm always merges those two clusters which minimize the diameter of the resulting merged cluster.

We can establish the following lower bounds on the performance ratio of these two greedy algorithms.

**Theorem 2.3.** The center-greedy algorithm’s performance ratio has a lower bound of $2k - 1$.

**Proof.** We first construct a graph $G = (V, E)$ which defines the metric space on which center-greedy has a performance ratio of $2k - 1$. The vertex set of $G$ is the union of $2k$ disjoint sets $S_0, S_1, \ldots, S_{2k-1}$ with a total of $2^k + k - 1$ vertices. The request sequence consists of the entire set of vertices $v_1, v_2, \ldots, v_{2^k+k-1}$. We use a complete binary tree $T = (V_T, E_T)$ whose leaves in a left to right order are the vertices $v_1, \ldots, v_{2^k}$ to describe our construction. Each internal node $x$ of $T$ has a binary label associated with it, denoted by $\text{label}(x)$. Let $x_l$ and $x_r$ be the left and right children of node $x$. We recursively define the labels of nodes of $T$ as follows. The root of the tree is labeled with 0. If $\text{label}(x) = i$, we set $\text{label}(x_l) = i$ and $\text{label}(x_r) = 1 - i$. With each edge $(x, y)$ of the tree we associate an integer weight of value $\text{label}(x) + \text{label}(y) - 1$. Note that the weights belong to $\{-1, 0, 1\}$ by our labeling procedure. We now specify the sets $S_0, S_1, \ldots, S_{2k-1}$. A leaf $v_i$ belongs to the set $S_j$ if and only if the sum of the weights of the edges on the path from $v_i$ to the root of $T$ is equal to $j - k$. The vertices $v_{2^k+1}, \ldots, v_{2^k+k-1}$ belong to $S_k$. With each node $x$ of $T$ we also associate a vertex $v(x)$ of $G$ as follows. If $x$ is a leaf, we set $v(x) = x$; for an internal node $x$, we set $v(x) = v(x_r)$. For a node $x$ of $T$ let $po(x) = i$ if $x$ is the $i$th vertex to be visited in a post order traversal of $T$, where we do not include the leaves in the traversal.

Now we specify the distances among the vertices of $G$. We first specify the edges present in $G$ and then associate lengths with them. The other distances are induced by these edges. The edge set $E$ is defined by the sets $S_0, \ldots, S_{2k-1}$ as follows:

$$\{(v_i, v_j) \mid v_i, v_j \in S_r, 0 \leq r \leq 2k - 1\} \cup \{(v_i, v_j) \mid v_i \in S_r, v_j \in S_{r+1}, 0 \leq r < 2k - 1\}.$$ 

Edges between two vertices in the same set $S_i$ are called clique edges. All the clique edges have length 1. The lengths of the other edges are defined as follows. We do a post order traversal of $T$ and, as we process each internal node $x$ of $T$, we set $d(v(x), v(x_l)) = 1 - \epsilon_{po(x)}$ such that $1 > \epsilon_1 > \epsilon_2 > \cdots > \epsilon_{2k-1} > 0$. By our placement of vertices in the sets $S_i$, we are guaranteed that $(v(x), v(x_l)) \in E$ for all $x$ in $T$. We set to 1 any edge-length of an edge in $E$ which is not already determined by the above process. See Figure 2.1 for an illustration of the construction.

Let $C_y$ denote the cluster with $v(x)$ as the center and the leaves in the subtree rooted at $x$ as the elements. Let $po^{-1}(i)$ denote the vertex $x$ where $po(x) = i$. For $1 \leq i \leq 2^k - 1$, let $A_i$ be the set of clusters $C_y$ such that $y$ is the left child of some node on the path from $po^{-1}(i)$ to the root of $T$ but does not itself lie on the path. We also include $C_x$ in $A_i$, where $x = po^{-1}(i)$.

The lower bound is based on the following two claims.
**Claim 2.4.** For $1 \leq i \leq 2k - 1$, $A_i$ is the set of clusters of center-greedy which contain more than one vertex after the $k + i$ vertices $v_1, \ldots, v_{k+i}$ are given.

Observe that $v_1 \in S_0$ and $v_{2k-1+1} \in S_{2k-1}$, and the distance between them is at least $(2k-1)(1 - \epsilon_1)$. From the above claim it follows that at the end of the request sequence, all the vertices $v_1, \ldots, v_{2k}$ are in one cluster. Therefore, the diameter of this cluster is at least $(2k-1)(1 - \epsilon_1)$.

**Claim 2.5.** There is a $k$-clustering of $G$ of diameter 1.

The clustering which achieves the above diameter is $\{S_0 \cup S_1, \ldots, S_{2k-2} \cup S_{2k-1}\}$. This finishes the proof of the theorem. □

**Theorem 2.6.** The diameter-greedy algorithm’s performance ratio is $\Omega(\log k)$, even on the line.

**Proof.** We will prove a lower bound of $\Omega(\log k)$ for diameter-greedy on the real line. Let $F_j$ be the $j$th Fibonacci number. Let $k$ and $r$ be such that $k = 2 \sum_{i=1}^{r} F_i$. We will prove a lower bound of $r+1$ on diameter-greedy. To this end, we define sets of points $A_{ij}$ for $1 \leq i \leq r$ and $1 \leq j \leq F_i$. Fix $\epsilon$ and $\delta$ such that $\epsilon < \delta \ll 1$. The set $A_{ij}$ consists of the points $p_{ij}, q_{ij}, r_{ij}$, and $s_{ij}$ sorted by their $x$-coordinates; the distances between them are as follows: $d(p_{ij}, q_{ij}) = 1 + \epsilon$, $d(q_{ij}, r_{ij}) = i$, and $d(r_{ij}, s_{ij}) = 1 + \delta$. Further, the distance between two distinct $A_{ij}$’s is set to $\infty$ (although any sufficiently large value will do). For $i = 1, \ldots, r$, let $U_i, V_i, W_i, X_i, Y_i$, and $Z_i$ denote the following...
clusters:

\[ U_i = \bigcup_{j=1}^{F_i} \{ \{p_{ij}, q_{ij}\}, \{r_{ij}, s_{ij}\}\}, \]
\[ V_i = \bigcup_{j=1}^{F_i} \{\{q_{ij}\}, \{r_{ij}\}\}, \]
\[ W_i = \bigcup_{j=1}^{F_i} \{\{p_{ij}\}, \{q_{ij}, r_{ij}\}\}, \]
\[ X_i = \bigcup_{j=1}^{F_i} \{\{p_{ij}\}, \{q_{ij}, r_{ij}\}, \{s_{ij}\}\}, \]
\[ Y_i = \bigcup_{j=1}^{F_i} \{\{p_{ij}, q_{ij}, r_{ij}\}\}, \]
\[ Z_i = \bigcup_{j=1}^{F_i} \{\{p_{ij}, q_{ij}, r_{ij}, s_{ij}\}\}. \]

Initially, the points given to diameter-greedy are the points \( q_{ij} \) and \( r_{ij} \) for each of the sets \( A_{ij} \). Let \( P_i \) denote the sequence of requests \( p_{i1}, \ldots, p_{iF_i} \) and let \( S_i \) denote the sequence \( s_{i1}, \ldots, s_{iF_i} \). Define \( K_i = P_1 S_1 P_2 S_2 \ldots P_t S_t \). The request sequence is \( K_{t-1} \). Note that \( K_t = K_{t-1} P_t S_t \). We show inductively that the following invariant is maintained.

When the last element of \( K_i \) is received, diameter-greedy’s \( k+1 \) clusters are

\[ (\bigcup_{i=1}^{t-2} Z_i) \bigcup Y_{i-1} \bigcup X_i \bigcup (\bigcup_{i=t+1}^{t+2} V_i). \]

Since there are \( k+1 \) clusters, two of the clusters have to be merged and the algorithm merges two clusters in \( V_{t+1} \) to form a cluster of diameter \( (t+1) \). Without loss of generality, we may assume that the clusters merged are \( \{q_{(t+1)1}\} \) and \( \{r_{(t+1)1}\} \).

Suppose that the situation is as described above at the end of the sequence \( K_t \). We will show that the invariant holds at the end of the sequence \( K_{t+1} \). Note that \( K_{t+1} = K_t P_{t+1} S_{t+1} \). Observe that merging any two clusters in \( Y_{t-1} \) will increase their diameter to \( (t+1+\epsilon) \). Merging any two clusters in \( X_t \) will increase their diameter to \( (t+1+\epsilon) \). Because we start with the situation where there is a cluster \( \{q_{(t+1)1}, r_{(t+1)1}\} \), the request \( p_{(t+1)1} \) forces the formation of the cluster \( \{q_{(t+1)1}, r_{(t+1)1}\} \), since any other merging results in a diameter of more than \( t+1 \). Thus, at the end of the sequence of requests \( P_{t+1} \), we have \( k+1 \) clusters \( (\bigcup_{i=1}^{t-2} Z_i) \bigcup Y_{t-1} \bigcup X_t \bigcup X_{t+1} \bigcup (\bigcup_{i=t+1}^{t+2} V_i) \).

Since there are \( k+1 \) clusters, diameter-greedy merges two clusters in \( X_t \) to form a cluster of diameter \( (t+1+\epsilon) \). Thus, as we give points in \( S_{t+1} \), it will form the clusters \( Y_t \). Since \( F_{t+1} > F_t \), after \( F_t \) requests in the sequence \( S_{t+1} \) all the clusters in \( X_t \) would have merged and diameter-greedy starts merging clusters in \( Y_{t-1} \) to form clusters \( Z_{t-1} \) of diameter \( (t+1+\epsilon+\delta) \). Since \( F_{t+1} = F_t + F_{t-1} \), at the end of the request sequence \( S_{t+1} \) it will have the \( k+1 \) clusters \( (\bigcup_{i=1}^{t-1} Z_i) \bigcup Y_t \bigcup X_{t+1} \bigcup (\bigcup_{i=t+2}^{t+2} V_i) \). This shows that the invariant is maintained at the end of the request sequence \( K_{t+1} \).

It is easy to verify that the invariant is true for the base case of \( t = 3 \). Thus, at the end of the request sequence \( K_{t-1} \), the maximum diameter of the clusters of diameter-greedy is \( r \). Since \( k = 2 \sum_{i=1}^t F_i = 2F_{t+2} - 2 \), it follows that \( r = \Omega(\log k) \). To finish the proof we observe that the optimal clusters are \( \bigcup_{i=1}^{t-2} U_i \bigcup V_r \), and the diameter of these clusters is at most \( 1+\delta \) \( \square \).

We now give a tight upper bound for the center-greedy algorithm. Note that for \( k = 3 \) it has ratio 5, but for larger \( k \) its performance is worse than that of the algorithms to be presented later.

**Theorem 2.7.** The center-greedy algorithm has performance ratio of \( 2k - 1 \) in any metric space.
Proof. Suppose that a set $P$ of $n$ points is inserted. Let their optimal clustering be the partition $S = \{C_1, \ldots, C_k\}$, with $d$ as the optimal diameter. We will show that the diameter of any cluster produced by center-greedy is at most $(2k - 1)d$.

We define a graph $G$ on the set $S$ of the optimal clusters, where two clusters are connected by an edge if the minimum distance between them is at most $d$, where the distance between two clusters is the minimum distances between points in them. Consider the connected components of $G$. Note that two clusters in different connected components have a minimum distance strictly greater than $d$. We say that a cluster $X$ intersects a connected component consisting of the optimal clusters $C_{i_1}, \ldots, C_{i_r}$ if $X$ intersects $\bigcup_{j=1}^{r} C_{i_j}$.

We claim that at all times, any cluster produced by center-greedy intersects exactly one connected component of $G$. We prove this claim by induction over $n$. Suppose the claim is true before a new point $p$ arrives. Initially, $p$ is in a cluster of its own and center-greedy has $k+1$ clusters, each of which intersect exactly one connected component of $G$. Since there are $k+1$ cluster centers, two of them must be in the same optimal cluster. This implies that the distance between the two closest centers is at most $d$. If $X_1$ and $X_2$ are the clusters that center-greedy merges at this stage, the centers of $X_1$ and $X_2$ must be at most $d$ apart. Hence, both clusters’ centers must lie in the same connected component of $G$, say $C$. By the inductive hypothesis, all points in $X_1$ and $X_2$ must be in $C$. Hence, all points in the new cluster $X_1 \cup X_2$ must lie in $C$, establishing the inductive hypothesis.

Since each cluster produced by center-greedy lies in exactly one connected component of $G$, the diameter is bounded by the maximum diameter of a connected component, which is at most $(2k - 1)d$.

For diameter-greedy in general metric spaces, we can only prove the following weak upper bound.

**Theorem 2.8.** For $k = 2$, the diameter-greedy algorithm has a performance ratio 3 in any metric space.

**Proof.** Let $d$ be the diameter in the optimal clustering. If the minimum distance between the two clusters (in the optimal clustering) is greater than $d$, then diameter-greedy keeps the two clusters separate and achieves the optimum. If the minimum distance between the two clusters is at most $d$, then all the points together form a cluster of diameter at most $3d$.

In spite of the lower bounds for greedy algorithms, they may not be entirely useless since some variant may perform well in geometric spaces. We obtain some positive evidence in this regard via the following analysis for the line. The upper bounds given here should be contrasted with the lower bound of 2 for the line shown in section 5. The following definitions underlie the analysis.

**Definition 2.9.** Given a set $S$ of $n$ points in the line, a $t$-partition subdivides the interval between the first and last points of $S$ into $t$ subintervals whose end points are in $S$. The $t$-diameter of $S$ is the minimum over all $t$-partitions of the maximum interval length in a $t$-partition of $S$. The 1-diameter is the diameter, while the 2-diameter is the radius of $S$ where the center is constrained to be a point of $S$.

We define the following family of algorithms based on the notion of the $t$-diameter.

**Definition 2.10.** The $t$-diameter-greedy algorithm merges those two clusters which minimize the $t$-diameter of the merged cluster. Note that 1-diameter-greedy is the same as diameter-greedy.

A few preliminary results on the $t$-diameter-greedy algorithm can be found in the appendix.
3. The doubling algorithm. We now describe the doubling algorithm which has performance ratio 8 for incremental clustering in general metric spaces. The algorithm works in phases and uses two parameters α and β to be specified later, such that ζ/(ζ - 1) ≤ ζ. At the start of phase i, it has a collection of k + 1 clusters C_1, C_2, ..., C_{k+1} and a lower bound d_i on the optimal clustering’s diameter (denoted by OPT). Each cluster C_i has a center c_i which is one of the points of the cluster. The following invariants are assumed at the start of phase i:

1. for each cluster C_j, the radius of C_j defined as max_{p ∈ C_j} d(c_j, p) is at most ad_i;
2. for each pair of clusters C_j and C_l, the intercenter distance d(c_l, c_i) ≥ d_i;
3. d_i ≤ OPT.

Each phase consists of two stages: the first is a merging stage, in which the algorithm reduces the number of clusters by merging certain pairs; the second is the update stage, in which the algorithm accepts new updates and tries to maintain at most k clusters without increasing the radius of the clusters or violating the invariants (clearly, it can always do so by making the new points into separate clusters). A phase ends when the number of clusters again exceeds k.

**Definition 3.1.** The t-threshold graph on a set of points P = \{p_1, p_2, ..., p_n\} is the graph G = (P, E) such that (p_i, p_j) ∈ E if and only if d(p_i, p_j) ≤ t.

The merging stage works as follows. Define d_{i+1} = βd_i, and let G be the d_{i+1}-threshold graph on the k + 1 cluster centers c_1, c_2, ..., c_{k+1}. The graph G is used to merge clusters by repeatedly performing the following steps while the graph is nonempty: pick an arbitrary cluster C_i in G and merge all its neighbors into it; make c_i the new cluster’s center; and remove C_i and its neighbors from G. Let C'_1, C'_2, ..., C'_m be the new clusters at the end of the merging stage. Note that it is possible that m = k + 1 when the graph G has no edges, in which case the algorithm will be forced to declare the end of phase i without going through the update stage.

**Lemma 3.2.** The pairwise distance between cluster centers after the merging stage of phase i is at least d_{i+1}.

**Lemma 3.3.** The radius of the clusters after the merging stage of phase i is at most d_{i+1} + αd_i, and their radius is at most ad_{i+1}.

**Proof.** Prior to the merging, the distance between two clusters which are adjacent in the threshold graph is at most d_{i+1}, and their radius is at most ad_i. Therefore, the radius of the merged clusters is at most

\[ d_{i+1} + αd_i \leq (1 + α/β)d_{i+1} \leq ad_{i+1}, \]

where the last inequality follows from the choice that ζ/(ζ - 1) ≤ ζ. □

The update stage continues while the number of clusters is at most k. When a new point arrives, the algorithm attempts to place it in one of the current clusters without exceeding the radius bound ad_{i+1}; otherwise, a new cluster is formed with the update as the cluster center. When the number of clusters reaches k + 1, phase i ends and the current set of k + 1 clusters along with d_{i+1} are used as the input for the (i + 1)st phase.

All that remains to be specified about the algorithm is the initialization. The algorithm waits until k + 1 points have arrived and then enters phase 1 with each point as the center of a cluster containing just itself, and with d_1 set to the distance between the closest pair of points. It is easily verified that the invariants hold at the start of phase 1. The following lemma shows that the clusters at the end of the ith phase satisfy the invariants for the (i + 1)st phase.
Lemma 3.4. The \( k + 1 \) clusters at the end of the \( i \)th phase satisfy the following conditions:

1. The radius of the clusters is at most \( \alpha d_{i+1} \).
2. The pairwise distance between the cluster centers is at least \( d_{i+1} \).
3. \( d_{i+1} \leq \text{OPT} \), where \( \text{OPT} \) is the diameter of the optimal clustering for the current set of points.

Proof. We have \( k + 1 \) clusters at the end of the phase since that is the terminating condition for a phase. From Lemma 3.3, the radius of the clusters after the merging stage is at most \( \alpha d_{i+1} \). When adding new points, the algorithm ensures that the radius bound is respected. From Lemma 3.2, the distance between the cluster centers after the merging stage is \( d_{i+1} \), and a new cluster is created only if a request point is at least \( d_{i+1} \) away from all current cluster centers. Therefore, the cluster centers have pairwise distance at least \( d_{i+1} \). Since at the end of the phase we have \( k + 1 \) cluster centers that are \( d_{i+1} \) apart, the optimal clustering is forced to put at least two of them in the same cluster. It follows that \( \text{OPT} \geq d_{i+1} \).

We make the following observations. The algorithm ensures the invariant that \( d_i \leq \text{OPT} \) at the start of phase \( i \). The radius of the clusters during phase \( i \) is at most \( \alpha d_{i+1} \). Therefore, the performance ratio at any time during the phase is at most \( 2\alpha d_{i+1}/\text{OPT} \leq 2\alpha d_i/\text{OPT} \leq 2\alpha \beta \). We choose \( \alpha = \beta = 2 \); note that this choice satisfies the condition that \( \alpha/(\alpha - 1) \leq \beta \). This leads to the following performance bound, which can be shown to be tight.

Theorem 3.5. The doubling algorithm has performance ratio 8 in any metric space.

We give a simple example showing that our analysis of the doubling algorithm is tight. Here we assume that \( k \geq 3 \). The input sequence consists of \( k + 3 \) points, \( p_1, \ldots, p_{k+1}, p_{k+2}, p_{k+3} \), given in that order. The points \( p_1, \ldots, p_{k+1} \) form a uniform metric space with distance 1. The points \( p_{k+2} \) and \( p_{k+3} \) are distance 4 from the points \( p_1, \ldots, p_{k+1} \) and are distance 8 from each other. It is easy to ensure that both \( p_{k+2} \) and \( p_{k+3} \) will be added to the same cluster during the update stage of phase 1, and thus the diameter of the largest cluster formed by the doubling algorithm is 8. However, an optimum clustering can achieve diameter 1 by having \( p_{k+2} \) and \( p_{k+3} \) in their own clusters and the rest of the points in a single cluster of diameter 1.

An examination of the proof of the preceding theorem shows that the radius of the clusters is within a factor of 4 of the diameter of the optimal clustering, leading to the following result.

Corollary 3.6. The doubling algorithm has performance ratio 8 for the radius measure.

A simple modification of the doubling algorithm, in which we pick the new cluster centers by a simple left-to-right scan, improves the ratio to 6 for the case of the line.

While the obvious implementation of this algorithm appears to be inefficient, we can establish the following time bound, which is close to the best possible.

Theorem 3.7. The doubling algorithm can be implemented to run in \( O(k \log k) \) amortized time per update.

Proof. First of all, we assume that there is a black box for computing the distance between two points in the metric space in unit time. This is a reasonable assumption in most applications, and in any case even the static algorithms’ analysis requires such an assumption. In the information retrieval application, the documents are represented as vectors and the black-box implementation will depend on the vector length as well as the exact definition of distance.
We now show how the doubling algorithm may be implemented so that the amortized time required for processing each new update is bounded by \( O(k \log k) \). We maintain the edge lengths of the complete graph induced by the current cluster centers in a heap. Since there are at most \( k \) clusters the space requirement is \( O(k^2) \). When a new point arrives, we compute the distance of this point to each of the current cluster centers, which requires \( O(k) \) time. If the point is added to one of the current clusters, we are done. If, on the other hand, the new point initiates a new cluster, we insert into the heap edges labeled with the distances between this new center and the existing cluster centers. For accounting purposes in the amortized analysis, we associate \( \log k \) credits with each inserted edge. We will show that it is possible to charge the cost of implementing the merging stage of the algorithm to the credits associated with the edges. This implies the desired time bound.

We can assume, without loss of generality, that the merging stage merges at least two clusters. Let \( t \) be the threshold used during the phase. The algorithm extracts all the edges from the heap which have length less than \( t \). Let \( m \) be the number of edges deleted from the heap. The deletion from the heap costs \( O(m \log k) \) time. The \( t \)-threshold graph on the cluster centers is exactly the graph induced by these \( m \) edges. It is easy to see that the procedure described to find the new cluster centers using the threshold graph takes time linear in the number of edges of the graph, assuming that the edges are given in the form of an adjacency list. Forming the adjacency list from the threshold graph takes time linear in the number of edges of the graph, assuming that the edges are given in the form of an adjacency list. Thus, the total cost of the merging phase is bounded by \( O(m \log k + m) = O(m \log k) \) time. The credit of \( \log k \) placed with each edge when it is inserted into the heap accounts for this cost, completing the proof.

Finally, we describe a randomized doubling algorithm with significantly better performance ratio. The algorithm is essentially the same as before, the main change being in the value of \( d_1 \), which is the lower bound for phase 1. In the deterministic case we chose \( d_1 \) to be the minimum pairwise distance of the first \( k + 1 \) points, say \( x \). We now choose a random value \( r \) from \([1/e, 1]\) according to the probability density function \( 1/r \), set \( d_1 = rx \), and redefine \( \beta = e \) and \( \alpha = e/(e - 1) \). Similar randomization of doubling algorithms was used earlier in scheduling [41], and later in other applications [10, 26].

**Theorem 3.8.** The randomized doubling algorithm has expected performance ratio \( 2e \approx 5.437 \) in any metric space. The same bound is also achieved for the radius measure.

**Proof.** Let \( \sigma \) be the sequence of updates and let the optimal cluster diameter for \( \sigma \) be \( \gamma x \) for some \( \gamma \geq 1 \); by the definition of \( x \), the optimal value is at least \( x \). Suppose we choose \( d_1 = rx \) for some \( r \in (0, 1] \). Let \( \rho_r \) be the radius of the clusters created for \( \sigma \) with this value of \( r \). Using arguments similar to those in the proof of Theorem 3.5, we can show that \( \rho_r \) is at most \( d_{i+1} + \alpha d_i = e^{i+1}d_1/(e - 1) \), where \( i \) is the largest integer such that \( e^{r-1} \leq \gamma < e^r \). Then \( \rho_r \leq \frac{r \cdot \beta}{(e - 1) \beta} \), when \( r > \delta \), and \( \rho_r \leq \frac{r \cdot \beta}{(e - 1) \beta} \), when \( r \leq \delta \). Let \( X_r^- \) and \( X_r^+ \) be indicator variables for the events \([r \leq \delta]\) and \([r > \delta]\), respectively. We claim that the expected value of \( \rho_r \) is bounded by

\[
E[\rho_r] \leq \int_{1/e}^1 \frac{r \gamma x (eX_r^- + X_r^+)}{\delta r (e - 1)} dr
\]

\[
= \text{OPT} \frac{e}{\delta (e - 1)} \int_{1/e}^1 (eX_r^- + X_r^+) dr
\]
Therefore, the expected diameter is at most $2\epsilon\text{OPT}$. \&nbs

**Remark 3.9.** The randomized version of the doubling algorithm can be converted to a deterministic algorithm for the offline case which runs in $O(\frac{1}{\epsilon^2}nk^2)$ time and has a performance ratio of $4(1 + \epsilon)$.

### 3.1. An oblivious clustering algorithm.

In this section we describe an incremental hierarchical clustering algorithm that does not need an a priori bound on the number of clusters. From the hierarchy, given an integer $k$, we can obtain a $k$-clustering of the points such that the diameter of the clustering is at most a factor of 8 times the optimum diameter for the given value of $k$.

For convenience, assume that we have an a priori upper bound on the maximum distance between points, which we take to be 1. We maintain the current points in a tree, where every point is a vertex of the tree. For convenience, we assume that if a point is a vertex of the tree, then one of its children corresponds to the same vertex. The root, at depth 0, is a single vertex. The vertices at depth $i \geq 1$ are points within distance $1/2^{i-1}$ of their parents, and all the vertices at depth $i$ are at a distance greater than $1/2^i$ from each other.

Initially, we have a single point at the root, which also occurs as the only child, the only child of this child, and so on; for conceptual clarity, we may assume that the depth of the tree is infinite. Suppose we have a tree representing the points at some stage, and a new point $p$ comes in. Let $i$ be the largest integer such that $p$ is within $1/2^i$ of some point $q$ at depth $i$. Then $p$ is added at depth $i + 1$, with $q$ as its parent, with $p$ as its only child, $p$ as the only child of the child, and so on. So $p$ is at depth $i + 1$ with parent within distance $1/2^i$ as desired, and also the vertices representing $p$ at depth $j \geq i + 1$ are at a distance greater than $1/2^j$ of other points at depth $j$. See Figure 3.1 for an example.

It remains to indicate how we obtain the $k$ clusters from the tree when $k$ is given. Let $i$ be the greatest depth containing at most $k$ points. These are the $k$ cluster centers. The subtrees of the vertices at depth $i$ are the clusters. As points are added, the number of vertices at depth $i$ increases; if it goes beyond $k$, then we change $i$ to $i - 1$, collapsing certain clusters; otherwise, the new point is inserted in one of the existing clusters.

**Theorem 3.10.** The algorithm that outputs the $k$ clusters obtained from the tree construction has performance ratio 8 for the diameter measure and the radius measure.

**Proof.** Suppose the optimal diameter is $1/2^{i+1} < d \leq 1/2^i$. Then points at depth $i$ are in different clusters, so there are at most $k$ of them. Let $j \geq i$ be the greatest depth containing at most $k$ points. Then these are the cluster centers, and the vertices in the corresponding subtrees are at a distance of the root within $1/2^j + 1/2^{j+1} + 1/2^{j+2} + \cdots \leq 1/2^{j-1} < 4d$. Hence the radius of the clusters is at most $4d$, and thus the diameter is at most $8d$. This proof also implies that if the optimal radius is $r$, the radius of the clusters output is at most $8r$. \&nbs

The randomization technique used in the randomized doubling algorithm can also be applied here to get a better performance ratio (in expectation). The construction of the tree described above used distance threshold $1/2^i$ for depth $i$. Instead, we use distance threshold $r/e^i$ for depth $i$, where $r$ is chosen at random from the interval

\[
\text{OPT} = \epsilon\delta(e - 1)
\]

\[
\delta(e - 1) = e \text{OPT}.
\]
Fig. 3.1. Illustration of the oblivious clustering algorithm. The points are numbered according to their order of arrival, and the distance between points is the minimum of 1 and the distance induced by the weighted graph shown. (a) Tree after first point $p_0$ arrives. (b) Tree after four points. (c) Addition of $p_4$ and $p_5$. If $k = 3$, in (b), the clusters are centered around $p_0$, $p_1$, and $p_3$; in (c) there is a single cluster around $p_0$.

[1, $e$], according to the probability density function $1/r$. Note that the value $r$ is chosen once at the beginning of the tree construction. By performing an analysis very similar to that for the randomized doubling algorithm, we can show that the expected diameter of the $k$-clustering obtained from the tree is at most $2e \approx 5.437$ times the optimal diameter. The same bound holds for the radius as well.

4. The clique partition algorithm. We now describe the clique algorithm, which has performance ratio 6. This does not totally improve upon the doubling algorithm since the new algorithm involves solving the NP-hard clique partition problem, even though it is only on a graph with $k + 1$ vertices. Finding a minimum clique partition is NP-hard even for graphs induced by points in the Euclidean plane [25], although it is in polynomial time for points on the line. Since the algorithm needs to solve the clique partition problem on graphs with $k + 1$ vertices, this may not be too inefficient for small $k$.

Definition 4.1. Given an undirected unweighted graph $G = (V, E)$, an $l$-clique partition is a partition of $V$ into $V_1, V_2, \ldots, V_l$ such that for $1 \leq i \leq l$, the induced graph $G[V_i]$ is a clique. A minimum clique partition is an $l$-clique partition with the minimum possible value of $l$.

The clique algorithm is similar to the doubling algorithm in that it also operates
in phases which have a merging stage followed by an update stage. The invariants maintained by the algorithm are different though. At the start of the $i$th phase we have $k + 1$ clusters $C_1, C_2, \ldots, C_{k+1}$ and a value $d_i$ such that

1. the radius of each cluster $C_j$ is at most $2d_i$;
2. the diameter of each cluster $C_j$ is at most $3d_i$;
3. $d_i \leq \text{opt}$.

The merging works as follows. Let $d_{i+1} = 2d_i$. We form the minimum clique partition of the $d_{i+1}$-threshold graph $G$ of the cluster centers. The new clusters are then formed by merging the clusters in each clique of the clique partition. We arbitrarily choose one cluster from each clique and make its center the cluster center of the new merged cluster. Let $C'_1, C'_2, \ldots, C'_l$ be the resulting clusters. In the rest of the phase we also need to know which old clusters merged to form each of the new clusters.

**Lemma 4.2.** After the merging stage, the radius of the new clusters is at most $2d_{i+1}$ and the diameter is at most $3d_{i+1}$.

**Proof.** Let $C_{j_1}, C_{j_2}, \ldots, C_{j_{n_j}}$ be the clusters whose union is the new cluster $C'_j$ and without loss of generality assume that the center of $C_{j_1}$ was chosen to be the center of $C'_j$. Since the centers of $C_{j_1}, C_{j_2}, \ldots, C_{j_{n_j}}$ induce a clique in the $d_{i+1}$-threshold graph, the distance from the new center to each of the old cluster centers is at most $d_{i+1}$. The radius of each of $C_{j_1}, C_{j_2}, \ldots, C_{j_{n_j}}$ is at most $2d_i$. Therefore it follows that the new radius is at most $d_{i+1} + 2d_i \leq 2d_{i+1}$ and the diameter is at most $2d_i + d_{i+1} + 2d_i \leq 3d_{i+1}$. \hfill \Box

During the update phase, a new point $p$ is handled as follows. Let the current number of clusters be $m$, where $l_i \leq m \leq k$. Recall that $C'_1, C'_2, \ldots, C'_l$ are the clusters formed during the merging stage. If there exists $j$ such that $j > l_i$ and $d(p, c'_j) \leq d_{i+1}$, or if $j \leq l_i$ and $d(p, c_{j'}) \leq d_{i+1}$ where $C_{j'}$ is a cluster which merged to form $C'_j$, add $p$ to the cluster $C'_j$. If no such $j$ exists, make a new cluster with $p$ as the center. The phase ends when the number of clusters exceeds $k + 1$, or if there are $k + 1$ clusters at the end of the merging phase.

The following lemmas show that the clusters at the end of phase $i$ satisfy the invariants for phase $i + 1$.

**Lemma 4.3.** The radius of the clusters at the end of the phase $i$ is at most $2d_{i+1}$ and the diameter of the clusters is at most $3d_{i+1}$.

**Proof.** From Lemma 4.2, the radius of the clusters at the end of the merging stage of phase $i$ is at most $2d_{i+1}$ and the diameter is at most $3d_{i+1}$. We now argue that these bounds are maintained during the update stage. If a point $p$ is added to a cluster $C_j$, $j > l_i$, it satisfies the condition $d(p, c'_j) \leq d_{i+1}$; hence the radius of such a cluster is at most $d_{i+1}$, and hence the diameter is at most $2d_{i+1}$. If $p$ is added to a cluster $C'_j$, $j \leq l_i$, then $p$ satisfies the condition $d(p, c_{j'}) \leq d_{i+1}$ where $C_{j'}$ is the center of a cluster that was merged to form the cluster $C'_j$. The center $c'_j$ of $C'_j$ is at a distance at most $d_{i+1}$ from the centers of all the clusters that were merged to form $C'_j$. Therefore $p$ is at a distance $2d_{i+1}$ from $c'_j$. This shows the radius bound. For the diameter bound, consider any two points $p$ and $q$ in the cluster $C'_j$. There must be cluster centers $c_{j'}$ and $c_{j''}$ of clusters that merged to form $C'_j$ such that $d(q, c_{j''}) \leq d_{i+1}$ and $d(q, c_{j'}) \leq d_{i+1}$. The diameter bound follows since $d(c_{j'}, c_{j''}) \leq d_{i+1}$. \hfill \Box

**Lemma 4.4.** At the end of phase $i$, $d_{i+1} \leq \text{opt}$.

**Proof.** Suppose $d_{i+1} > \text{opt}$. Let $S = \{c_1, c_2, \ldots, c_{k+1}\}$ be the cluster centers at the beginning of the phase $i$. Note that the centers $c'_1, \ldots, c'_l$ belong to $S$. Let $S' = \{c'_j \mid j > l_i\}$ be the set of cluster centers of the clusters which are formed.
in phase \( i \) after the merging stage. Since each center \( c'_j \) in \( S' \) started a new cluster, \( d(c'_j, p) > d_{i+1} \) for all \( p \in S \cup S' - \{c'_j\} \). Therefore, in the optimal solution, each center in \( S' \) is in a cluster which contains no center from \( S \). This implies that the centers in \( S \) are contained in at most \( l_i - 1 \) clusters of diameter \( d_{i+1} \). This is a contradiction since \( l_i \) was the size of the minimum clique partition of the \( d_{i+1} \)-threshold graph on \( S \). □

**Theorem 4.5.** The clique algorithm has performance ratio 6 in any metric space.

**Proof.** The diameter of the clusters during phase \( i \) is at most \( 3d_{i+1} \), and we maintain the invariant that \( d_i \leq \text{OPT} \) at the start of the phase. Therefore the performance ratio of the algorithm is at most \( 3d_{i+1}/d_i \leq 6 \). □

The analysis of the clique algorithm is tight, as shown by the following example. We assume that \( k \geq 4 \). The sequence consists of \( k + 3 \) points \( p_1, \ldots, p_{k+1}, p_{k+2}, p_{k+3} \). The first \( k \) points form a uniform metric space with distance 1. The point \( p_{k+1} \) is at a distance 2 from \( p_2 \) and distance 1 from \( p_1 \) for \( 2 \leq i \leq k \). The point \( p_{k+2} \) has the following properties: \( d(p_{k+2}, p_1) = 2, d(p_{k+2}, p_i) = 3 \) for \( 2 \leq i \leq k, d(p_{k+2}, p_{k+1}) = 4, \) and \( d(p_{k+2}, p_{k+3}) = 6 \). The point \( p_{k+3} \) has the following properties: \( d(p_{k+3}, p_1) = 4, d(p_{k+3}, p_i) = 3 \) for \( 2 \leq i \leq k, d(p_{k+3}, p_{k+1}) = 2, \) and \( d(p_{k+3}, p_{k+2}) = 6 \). After the first \( k + 1 \) points are given the algorithm enters phase 1 with \( d_1 = 1 \) and \( d_2 = 2 \). In the merging stage the first \( k + 1 \) points are merged into one single cluster since they form a clique in the \( d_2 \)-threshold graph. It is easy to see that points \( p_{k+2} \) and \( p_{k+3} \) will be added to this cluster in the update stage, and the diameter of this cluster is seen to be 6. There is, however, an optimal clustering that achieves diameter 1 for all clusters: \( p_{k+2} \) and \( p_{k+3} \) are in their own clusters, \( p_1 \) and \( p_{k+1} \) are in different clusters, and the rest of the points can go either into the cluster containing \( p_1 \) or into the one containing \( p_{k+1} \).

Since the radius of the clusters is within 4 of the optimal diameter, we obtain the following corollary.

**Corollary 4.6.** The clique algorithm has performance ratio 8 in any metric space for the radius measure.

As in the case of the doubling algorithm, we can use randomization to improve the bound. Let \( x \) be the minimum distance among the first \( k + 1 \) points. The randomized algorithm sets \( d_1 = rx \) in phase 1 of the deterministic algorithm, where \( r \) is chosen from \( [1/2, 1] \) according to the probability density function \( \frac{4}{\pi x^2} \). The analysis is similar to that of Theorem 3.8 and we omit the details.

**Theorem 4.7.** The randomized clique algorithm has performance ratio \( \frac{3}{\pi x^2} \approx 4.33 \) in any metric space.

**Corollary 4.8.** The randomized clique algorithm has performance ratio \( \frac{4}{\pi x^2} \approx 5.77 \) for the radius measure in any metric space.

The special structure of the clusters in the clique algorithm can be used to show that the performance ratio for the radius measure is better than 8 for the geometric case. This is based on the following result in geometry, known as Jung’s theorem (see [5, pp. 84–85]).

**Proposition 4.9.** Any convex set in \( \mathbb{R}^d \) of diameter at most 1 can be inscribed by a sphere of radius \( r_d = \sqrt{d/(2d+2)} \).

**Theorem 4.10.** The clique algorithm has performance ratio \( 4(1 + r_d) \) for the radius measure in \( \mathbb{R}^d \). This implies performance ratio 6 for \( d = 1 \), 6.3 for \( d = 2 \), and 6.83 asymptotically for large \( d \).

**Proof.** Let \( a_i \) be the maximum radius of the clusters of the algorithm in phase
and let \( a^*_i \) be the radius achievable by an optimal clustering. We claim that \( a_i \leq d_{i+1}(1 + r_d) = 2d_i(1 + r_d) \). Trivially, we have that \( a^*_i \geq \text{OPT}_i/2 \), where \( \text{OPT}_i \) is the optimal diameter achievable for points at the start of phase \( i \). From the invariants of the algorithm we have that \( d_i \leq \text{OPT}_i \), and hence we get that \( a_i \leq 4a^*_i(1 + r_d) \).

Now we prove the claim by induction. Assuming that the claim is true in phase \( i-1 \), we prove that it is true in phase \( i \). In phase \( i \) let \( C'_1, C'_2, \ldots, C'_l \) be clusters formed in the merging stage. It is easy to see that any new cluster formed during the update stage has radius at most \( d_{i+1} \); hence we can focus on the clusters \( C'_1, C'_2, \ldots, C'_l \). Without loss of generality consider \( C'_1 \), which is formed by the merging of clusters \( C_1, C_2, \ldots, C_j \) from the start of the phase. Let \( c_i \) be the center of \( C_i, 1 \leq i \leq j \). Since the clusters were merged, it follows that the diameter of the point set \( \{c_1, c_2, \ldots, c_j\} \) is at most \( d_{i+1} \). Hence their radius, by Proposition 4.9, is at most \( d_{i+1}r_d \). From the invariants at the start of the phase, \( d(p, c_i) \leq 2d_i = d_{i+1} \) for \( p \in C_i \). Further, any new point added to the cluster \( C'_i \) is at most a distance of \( d_{i+1} \) from a point in \( \{c_1, c_2, \ldots, c_j\} \). It follows that the radius of the cluster \( C'_1 \) throughout the phase is at most \( d_{i+1}r_d + d_{i+1} \), which proves the claim.

5. Lower bounds. We present some lower bounds on the performance of incremental clustering. The lower bounds apply to both diameter and radius measures, but our proofs are given for the diameter case. The following theorem shows that even for the simplest geometric space, we cannot expect a ratio better than 2.

**Theorem 5.1.** For \( k = 2 \), there is a lower bound of 2 and 2 \(-1/2^{k/2}\) on the performance ratio of deterministic and randomized algorithms, respectively, for incremental clustering on the line.

**Proof.** Start with the three points 1, 2, 3. Two consecutive points are necessarily merged, say 2 and 3. Add a new point at 4. Then 1 or 4 is merged with [2, 3]. This gives diameter 2, while the optimum is 1. In fact, this construction can be repeated to obtain \( n \) points 1, 2, \ldots, \( n \) clustered into 1 and [2, \( n \)].

For the randomized lower bound, consider the instance in the preceding paragraph. To convert this to a randomized lower bound, the adversary places the fourth point at 0 or 4 with equal probability, and now the algorithm has probability 1/2 of creating the wrong cluster (that is, with diameter 2). This gives a lower bound of 1.5. For general \( k \), the algorithm makes \( k/2 \) copies of the above scenario far enough from each other that the above analysis applies locally. The probability that the algorithm succeeds in creating clusters of diameter 1 on all \( k/2 \) copies is \( 2^{-k/2} \). This implies a lower bound of \( 2 - 2^{-k/2} \).

In the case of general metric spaces, we can establish a stronger lower bound.

**Theorem 5.2.** There is a lower bound of \( 1 - \sqrt{2} \approx 2.414 \) on the performance ratio of any deterministic incremental clustering algorithm for arbitrary metric spaces.

**Proof.** Consider a metric space consisting of the points \( p_{ij}, 1 \leq i, j \leq 4, i \neq j \). The distances between the points are the shortest path distances in the graph with the following distances specified: \( d(p_{ij}, p_{ji}) = 1 \) and \( d(p_{ij}, p_{jj'}) = \sqrt{2} \) for \( j \neq j' \). Let \( B_i = \{p_{ij} \mid 1 \leq j \leq 4, i \neq j\} \). Note that the sets \( B_i, 1 \leq i \leq 4 \), partition the metric space into 4 clusters of diameter \( \sqrt{2} \). See Figure 5.1. Let \( A \) be any deterministic algorithm for the incremental clustering problem. Let \( k = 6 \). Consider the algorithm produced by \( A \) after it is given the 12 points \( p_{ij} \) described above.

**Case 1.** Suppose the maximum diameter of \( A \)'s clusters is 1. Then \( A \)'s clusters must be the 6 sets \( \{p_{ij}, p_{ji}\} \). Now the adversary gives a point \( q \) such that \( d(q, p_{ij}) = 10 \) for \( 1 \leq i, j \leq 4 \). The optimal clustering is \( \{q\} \) and the sets \( B_1, B_2, B_3, B_4 \). The optimal diameter is \( \sqrt{2} \). We claim that the maximum diameter of \( A \) is at least \( 2 + \sqrt{2} \). If the
cluster that contains \( q \) contains any other point, then our claim is clearly true. If on the other hand the cluster that contains \( q \) does not contain any other point, \( A \) must have merged two of its existing clusters. Then the maximum diameter of \( A \)'s resulting clusters is at least \( 2 + \sqrt{2} \). Thus the performance ratio of \( A \) is at least \( 1 + \sqrt{2} \).

Case 2. Suppose the maximum diameter of \( A \)'s clusters is greater than 1. Then some cluster of \( A \) contains 2 points which are at least distance \( \sqrt{2} \) apart. Let these points be \( p_{wx} \) and \( p_{yz} \), \((w, x) \neq (z, y)\). Now the adversary gives 6 points \( r_{ij}, 1 \leq i < j \leq 4 \), such that \( d(r_{ij}, p_{i}) = d(r_{ij}, p_{j}) = 1 \). The optimal clustering consists of the 6 sets \( \{r_{ij}, p_{ij}, p_{ji}\} \). The optimal diameter is 1. We claim that the maximum diameter of \( A \)'s clusters must be at least \( 1 + \sqrt{2} \). Note that \( d(r_{ij}, p_{i}), p_{j}) \geq 1 + \sqrt{2} \) for \((i_2, j_2) \neq (i_1, j_1), (i_2, j_2) \neq (j_1, i_1) \). Also \( d(r_{i_1j_1}, r_{i_2j_2}) \geq 2 + \sqrt{2} \) for \((i_1, j_1) \neq (i_2, j_2) \). If \( A \) puts any two \( r_{ij} \) in the same cluster, our claim is clearly true. If all the \( r_{ij} \) are in separate clusters, each of the 6 clusters must contain one of them. Also one of the 6 clusters, say \( C \), must contain both the points \( p_{wx} \) and \( p_{yz} \). Then \( C \) must have diameter at least \( 1 + \sqrt{2} \), since the \( r_{ij} \) in \( C \) must be at a distance at least \( 1 + \sqrt{2} \) from one of \( p_{wx} \) and \( p_{yz} \). Hence the performance ratio of \( A \) is at least \( 1 + \sqrt{2} \).

This proves a lower bound of \( 1 + \sqrt{2} \) on the performance ratio of any deterministic incremental algorithm.

Finally, we can improve the randomized lower bound slightly for the case of arbitrary metric spaces.
THEOREM 5.3. For any $\epsilon > 0$ and $k \geq 2$, there is a lower bound of $2 - \epsilon$ on the performance ratio of any randomized incremental algorithm.

Proof. We use Yao’s technique and show a lower bound on deterministic algorithms on an appropriately chosen distribution. Let $A$ be a deterministic algorithm for incremental clustering. The distribution on inputs is as follows. Initially, the adversary provides $n$ points $P_1, P_2, \ldots, P_n$ such that the distance between any two of them is 1. Then the adversary partitions the $n$ points into $k$ disjoint sets $S_1, S_2, \ldots, S_k$ at random, such that all partitions are equally likely. Finally the adversary provides $k$ points $Q_1, Q_2, \ldots, Q_k$, such that $d(Q_i, P_j) = 1$ if $P_j \in S_i$, $d(Q_i, P_j) = 2$ if $P_j \notin S_i$, $d(Q_i, Q_j) = 3$. Now, the diameter of the optimal solution for any input in the distribution is 1, obtained by constructing the $k$ clusters $S_i \cup \{Q_i\}$. However, the incremental algorithm can produce a clustering with diameter 1 only if the clusters it produces after it sees points $P_1, P_2, \ldots, P_n$ are precisely the sets $S_i$ (selected at random by the adversary). Let $X_k(n)$ be the number of ways to partition the $n$ points into $k$ sets. Then the probability that the incremental algorithm produces a clustering of diameter 1 is at most $p = 1/X_k(n)$. With probability at least $1 - p$, the incremental algorithm produces a clustering of diameter at least 2. Thus the expected value of the diameter of the clustering produced is at least $2 - p$. Hence the expected value of the performance ratio is at least $2 - p$. By choosing $n$ suitably large, $X_k(n)$ can be made arbitrarily large, and hence $p$ can be made arbitrarily small, in particular smaller than $\epsilon$ for any fixed $\epsilon > 0$. \qed

For the radius measure we have the following theorem.

THEOREM 5.4. For the radius measure, no deterministic incremental clustering algorithm has a performance ratio better than 3 and no randomized algorithm has a ratio better than $3 - \epsilon$ for any fixed $\epsilon > 0$.

Proof. We first consider the randomized case. The instances are very similar to the ones used in the proof of Theorem 5.3. The only difference is that $d(Q_i, P_j) = 0.5$ if $P_j \in S_i$ and $d(Q_i, P_j) = 1.5$ if $P_j \notin S_i$. The optimal clusters are $S_i \cup \{Q_i\}$ for $1 \leq i \leq k$ and each of them has a radius of 0.5. Any other clustering has radius at least 1.5 and the algorithm has a probability of $(1 - 1/X_k(n))$ of having such a cluster.

The instance used above can be adapted easily to show a bound of 3 for the deterministic case; we leave the details to the reader. \qed

6. Dual clustering. We now consider the dual clustering problem: for a sequence of points $p_1, p_2, \ldots, p_n \in \mathbb{R}^d$, cover each point with a unit ball in $\mathbb{R}^d$ as it arrives, so as to minimize the total number of balls used. In the static case, this problem is NP-complete and a PTAS is achievable in any fixed dimension [31]. We note that in general metric spaces, it is impossible to achieve any bounded ratio (for example, consider the uniform metric space).

Our algorithm’s analysis is based on a theorem from combinatorial geometry called Roger’s theorem [46] (see also [43, Theorem 7.17]), which says that $R^d$ can be covered by any convex shape with covering density $O(d \log d)$. Since the volume of a radius 2 ball is $2^d$ times the volume of a unit-radius ball, the number of balls needed to cover a ball of radius 2 using balls of unit radius is $f(d) = O(2^d d \log d)$. We first describe an incremental algorithm which has performance ratio $f(d)$. We also establish an asymptotic lower bound of $\Omega\left(\frac{\log d}{\log \log \log d}\right)$; for $d = 1$ and 2, our proof yields lower bounds of 2 and 4, respectively.

THEOREM 6.1. For the dual clustering problem in $\mathbb{R}^d$, there is an incremental algorithm with performance ratio $O(2^d d \log d)$.

Proof. Our incremental algorithm maintains a set $\mathcal{C}$ of centers which is a subset
of the points that have arrived so far; initially, \( C = \emptyset \). Define the range \( R(p) \) of a center \( p \) to be the sphere of radius 2 about \( p \). For any two centers \( p_1 \) and \( p_2 \), we ensure that \( d(p_1, p_2) > 2 \). Associated with each center \( p \) is a set of points \( \Gamma(p) \) called the neighbors of \( p \). For convenience, we assume that \( p \in \Gamma(p) \). We ensure that all neighbors of \( p \) lie in \( R(p) \). When a new point \( x \) is received, if \( x \in R(p) \) for some center \( p \), we add \( x \) to \( \Gamma(p) \), breaking ties arbitrarily. If no such center exists, \( x \) must be at a distance greater than 2 from all the existing centers. In this case, we make \( x \) a new center and set \( \Gamma(x) = \{ x \} \).

From Roger’s theorem on packing density, a sphere of radius 2 in \( \mathbb{R}^d \) can be covered by \( f(d) = O(2^d d \log d) \) spheres of radius 1. When a new center \( p \) is created, we fix a set of spheres \( S_1(p), S_2(p), \ldots, S_{f(d)}(p) \) which cover \( R(p) \). Whenever a point \( x \) is added to \( \Gamma(p) \), if it is not already covered by some previously placed sphere, we add the sphere \( S_r(p) \), where \( r \) is any value such that \( x \in S_r(p) \). Note that such a sphere must exist as \( x \in R(p) \) and the spheres \( S_1(p), S_2(p), \ldots, S_{f(d)}(p) \) cover \( R(p) \) completely.

Since no two centers can be covered by a sphere of unit radius, any solution must use a separate sphere to cover each center. Hence, the number of centers is a lower bound for the number of spheres used by the optimal offline algorithm. For each center \( p \), the incremental algorithm uses at most \( f(d) \) spheres to cover the points in \( \Gamma(p) \). Hence, the performance ratio of the incremental algorithm is bounded by \( f(d) = O(2^d d \log d) \).

**Theorem 6.2.** For the dual clustering problem in \( \mathbb{R}^d \), any incremental algorithm must have performance ratio \( \Omega(\frac{\log d}{\log \log d}) \).

**Proof.** The idea is as follows. At time \( t \), when \( t \) points have been given by the adversary, it will be the case that the points \( p_1, \ldots, p_t \) can be covered by a ball of radius \( R_t < 1 \). Then the adversary will find a point \( p_{t+1} \) lying outside the \( t \) unit balls laid down by the algorithm so as to minimize the radius \( R_{t+1} \) of the ball required to cover all \( t+1 \) points and present that as a request. The game terminates when, at some time \( k \), we have for the first time that \( R_{k+1} > 1 \). Clearly, \( k \) is a lower bound on the performance ratio since the points \( p_1, \ldots, p_k \) can be covered by a ball of radius \( R_k \leq 1 \), and the algorithm has used \( k \) balls up to that point. It remains to analyze the worst-case growth rate of \( R_t \) as a function of \( t \).

Let \( \alpha_d \) denote the volume of a unit ball in \( \mathbb{R}^d \). At time \( t \), let \( D_t \) be any ball of radius (at most) \( R_t \) that covers the points \( p_1, \ldots, p_t \). For some \( \delta_t \) to be specified later, define the ball \( D_t^* \) as a ball with the same center as \( D_t \) and with radius \( R_t + \delta_t \). We will choose \( \delta_t \) such that the volume of \( D_t^* \) is at least \( t \alpha_d \), implying that the current \( t \) unit balls placed by the algorithm cannot cover the entire volume of \( D_t^* \). This would imply that there is a choice of a point \( p_{t+1} \) inside \( D_t^* \) which is not covered by the current \( t \) balls. It is also clear that the new set of \( t+1 \) points now can be covered by a ball of radius \( R_t + \delta_t/2 \), implying that

\[
R_{t+1} = R_t + \frac{\delta_t}{2}.
\]

Determining the value of \( \delta_t \) is easy, since we have the inequality

\[
\alpha_d (R_t + \delta_t)^d > t \alpha_d
\]

from the requirement that the ball \( D_t \) have volume equal to that of \( t \) unit balls. Now let \( R_t = 1 - \epsilon_t \). Substituting in the above equations, we obtain that

\[
\delta_t = 2(\epsilon_t - \epsilon_{t+1})
\]
and hence $R_i + b_i = 1 + \epsilon_i - 2\epsilon_{i+1}$. Therefore
\[
\alpha_d(1 + \epsilon_i - 2\epsilon_{i+1})^d > t\alpha_d,
\]
which implies that
\[
\ln(1 + \epsilon_i - 2\epsilon_{i+1}) > \frac{\ln t}{d}.
\]
Note that $\epsilon_i - 2\epsilon_{i+1} < 1$. Using the fact that $\ln(1 + x) > x/2$ for $x < 1$, we see that choosing $\epsilon_i$ such that $\epsilon_i - 2\epsilon_{i+1} = \frac{\ln t}{d}$ will satisfy our requirements. Unfolding the recurrence,
\[
\frac{\epsilon_1}{2^t} - \epsilon_{t+1} = \sum_{i=1}^{t} \frac{\ln i}{d2^{t-i}} = \sum_{i=1}^{t} \frac{\ln i}{d2^{t-i}} \leq \sum_{i=1}^{t} \frac{\ln t}{d2^{t-i}} \leq \frac{2\ln t}{d}.
\]
Noting that $\epsilon_1 = 1$, we obtain that $\epsilon_{t+1} \geq 2^{-t} - 2d^{-1}\ln t$. The lower bound is the smallest value of $t$ for which $\epsilon_{t+1}$ is negative. Let $t_{\text{max}}$ be the largest value of $t$ for which
\[
\frac{1}{2^t} - \frac{2\ln t}{d} \geq 0.
\]
This implies that $2^{t+1}\ln t \leq d$ and hence
\[
t_{\text{max}} = \Omega\left(\frac{\log d}{\log \log \log d}\right).
\]
This gives the desired lower bound. \qed

**Appendix.** $t$-diameter-greedy algorithm. We give a few preliminary results on the $t$-diameter-greedy algorithm defined in section 2.

**Theorem A.1.** For $k = 3$, there is a lower bound of 3 on the performance ratio of the diameter-greedy algorithm on the line.

**Proof.** We first show that diameter-greedy achieves a ratio of 3 for $k = 3$. Suppose that the optimal clustering is $[r, s], [t, u], [v, w]$ with $\max(s - r, u - t, w - v) = d$. It is sufficient to show that a merging of two out of four clusters does not create a cluster of diameter greater than $3d$. There are two cases: if $t - s, v - u > d$, then this algorithm actually produces the optimal solution; conversely, if $t - s \leq d$, then either the first two out of four clusters are contained in $[r, u]$ with $u - r \leq 3d$ or the last two out of four clusters are contained in $[v, w]$ with $w - v \leq d$.

For the case $k = 2$, we will in fact show that diameter-greedy creates two intervals whose radius (the 2-diameter) is at most the diameter of the optimal solution. Suppose the two intervals obtained by the algorithm are $[0, a]$ and $[b, 1]$, with $a < b$. The optimum diameter is achieved when $a \leq 1/2 \leq b$, in which case it is max($a, 1 - b$). The other case has $a$ and $b$ on the same side of $1/2$, say $b < 1/2$. We claim that in this case, there are no gaps greater than $b$ between consecutive points. Consequently, the two consecutive points $x \leq 1/2 \leq y$ satisfy $y - x \leq b$, and the optimum diameter is $d = \max(x, 1 - y)$. The interval $[0, a]$ has radius at most $a < b \leq x \leq d$ as needed. The interval $[b, 1]$ has radius at most $\max(y - b, 1 - y) \leq \max(x, 1 - y) = d$ as needed.
It remains to verify the claim that there are no gaps greater than \( b \). If there is such a gap, it must be inside \([b, 1]\). At some point, a merge crossing this gap was performed. That is, we had three intervals \([r, s] , [t, u] , [v, w]\) with \( t - s > b \), and a merge producing \([r, u]\) was carried out. This can only happen if \( w - u > b \). Thus, we obtain two intervals \([r, u]\) and \([v, w]\) with \( b < (w - r)/2 , v - r > b \), and \( w - u > b \). We shall show that these three inequalities are preserved for the two current intervals until the end of the algorithm. However, they are false at the end for the two intervals \([0, a]\) and \([b, 1]\), a contradiction.

We show that the three inequalities are preserved. A new point \( z \) is added either between the two intervals or outside the two intervals, say after \( w \). If \( z \) is added after \( w \), then the resulting intervals are either \([r, u]\) and \([v, z]\), in which case the inequalities still hold, or \([r, w]\) and \([z, z]\), which can only happen if \( z - w > b \) and so the inequalities still hold. If \( z \) is added between the two intervals, say \( z \leq (w + r)/2 \), and the two resulting intervals are \([r, z]\) and \([v, w]\), then \( w - z \geq (w - r)/2 > b \), completing the proof. \( \Box \)

For \( k = 3 \), we give an example where a greedy algorithm based on diameter cannot do strictly better than 3.

**Theorem A.2.** For \( k = 3 \), there is a lower bound of 3 on the performance ratio of the diameter-greedy algorithm on the line.

**Proof.** The adversary gives the following sequence of points: \( 1 + \epsilon, 2 + \epsilon, 3, 4, 6 - 2\epsilon, 4 - \epsilon, 7 - 2\epsilon \). The optimal intervals are \([1 + \epsilon, 2 + \epsilon], [3, 4], [6 - 2\epsilon, 7 - 2\epsilon]\), giving diameter 1. However, when the first four points are introduced, the interval \([2 + \epsilon, 3]\) is created by diameter-greedy; when \( 6 - 2\epsilon \) is added the interval \([4, 6 - 2\epsilon]\) is created; when \( 4 - \epsilon \) is added then the enlarged interval \([2 + \epsilon, 4 - \epsilon]\) is created; and finally when \( 7 - 2\epsilon \) is added either \([1 + \epsilon, 4 - \epsilon]\) or \([4, 7 - 2\epsilon]\) is created, for a factor of \([3 - 2\epsilon]\). \( \Box \)

The proof only gives a lower bound of 2 for the \( t \)-diameter-greedy algorithm when \( t > 1 \), leaving open the possibility that these algorithms may perform better than diameter-greedy. Indeed, we have the following result.

**Theorem A.3.** The 3-diameter-greedy algorithm has performance ratio 3 on the line.

**Proof.** In fact, we show that it produces a clustering with 3-diameter at most the optimal diameter, and the factor of 3 follows. Assume this holds before the last two clusters are merged. Let \( I_1, I_2, \ldots , I_k \) be the intervals in the optimal clustering, with maximum diameter \( d \). Let \( C_1, C_2, \ldots , C_{k+1} \) be the current clusters, each with 3-diameter at most \( d \), of which two must be merged. If \( C_i \) starts in \( I_a \) and ends in \( I_b \), let \( x_i = b - a \); notice that \( x_1 + \cdots + x_{k+1} \leq k - 1 \). We assume that if \( C_i \) ends in \( I_b \), then \( C_{i+1} \) starts in \( I_b \); otherwise, we could replace the argument in the \( k \) intervals \( I_j \) by an argument either in the first \( b \) intervals \( I_1, \ldots , I_b \) if there are at least \( b + 1 \) clusters \( C_i \) in this region, or in the last \( k - b \) intervals \( I_{b+1}, \ldots , I_k \) if there are at least \( k - b + 1 \) current clusters \( C_i \) in this region. Now, the bounds imply that for some \( i \), we have \( x_i + x_{i+1} < 2 \). If \( x_i = x_{i+1} = 0 \), then the merging of \( C_i \) and \( C_{i+1} \) is contained in a single interval \( I_j \) and has a diameter at most \( d \). If \( x_i = 0 \) and \( x_{i+1} = 1 \), then the gap \( G \) between the two consecutive intervals \( I_j \) and \( I_{j+1} \) involved is at most \( d \), since \( C_{i+1} \) has 3-diameter at most \( d \), so the merger of \( C_i \) and \( C_{i+1} \) has 3-diameter at most \( d \) given by the 3-partition \( I_j, G, I_{j+1} \). This completes the proof. \( \Box \)

We comment briefly on the running time of this algorithm. In the above proof, the 3-diameter of an interval may be replaced by an easily computed upper bound: at the time of creation of interval \([a, b]\), let \([x, y]\) be the gap containing \((a + b)/2\), and let the upper bound be \( \max(x - a, y - x, b - y) \). Maintaining the \( n \) points sorted in a balanced tree, the running time is \( O(\log n) \) for each of the \( n \) points inserted.
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